
 

  

  
  

 
 

  
  

 
     

 

  

 

  

 
 

 

  

 

 

 

 

 

 

 

 

 

Crowd Collaborator Supplemental Cover Sheet 

To be included with the submission of any work that is 1) in any way based off 
dataset(s) obtained for utilization by or in this work, and those dataset(s) which were 2) 
compiled through newly contracted crowd collaborator labor, and 3) that labor exchange 
was mediated by a third-party platform. 

Definition of a human intelligence task (HIT): a discrete task for which the requestor 
compensates the crowd collaborator based on satisfactory completion. For purposes of 
this cover sheet, HIT is interchangeable with platform specific language such as “task” 
or “activity” if a substituted term meets the same criteria as a HIT. 

1. Basic Information

1.A Platform used: 

1.B Requester name used to post the HIT: 

1.C Full HIT name and short description with HIT activity category: 

1.D Contact information posted on HIT, team member(s) responsible 
for checking inbox: 

1.E Attach IRB consent form to this cover sheet, if applicable. 

IRB applicable and attached IRB not applicable

1.F State any warnings provided about potentially sensitive activities or topics in this HIT: 

annabelrothschild
Sticky Note
Imagined context: crowd collaborators hired to label images of various pieces of technology from history (everything from Apple I computer to a typewriter or digital calculator).  



 
 

 

 

  
 

   
 

   
  

 
 

  

   

 

 

  
 

 

 

 

 

 

 

 

 

1.G Time(s) of day and day(s) of week HIT(s) posted, with number of
HIT(s) posted per batch:

2. Crowd collaborator treatment

2.A Terms of employment

2.A.i Number of crowd collaborators desired and proposed
payment per crowd collaborator; additionally describe any
bonuses paid out and whether these bonus(es) were part of the
initial, proposed wage or added later:

2.A.ii Number of crowd collaborators who completed the HIT and had
their work “accepted” and percent acceptance rate; number of crowd
collaborators who completed the HIT and had their work rejected and
percent rejection rate:

2.A.iii Criteria for rejection (list):



 
 

  

 

 

 

 

  

 

 

 

 

 

2.A.iv Follow-up method to communicate rejection/acceptance
for each crowd collaborator, following submission of the HIT:

2.A.v Mechanism for disallowing multiple submissions of HIT by
the same crowd collaborator (if applicable):

2.A.vi All required collaborator qualifications and rationale for each:

2.A.vii List any pre-test tasks:



   

 

  
 

  

 
 

  
  

 
 

 

 

  

 

 
 

 

 

 

 

2.A.viii Average payout speed for HIT(s) covered by this cover sheet:

2.B Privacy and security

2.B.i State the technical format of the task. For example, were crowd
collaborators requires to open a new browser window (distinct from
the HIT page on the platform’s website) or download any additional
software or apps? State all technical format(s) and rationale for each:

2.B.ii If collecting user demographics, was a “prefer not to answer”
option for all questions available and were crowd collaborators
clearly informed that they would not be penalized for selecting that
option? Further: were collected demographics protected by a privacy
protocol and was this protocol made available should collaborators
want to see it?



 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

2.C HIT structure and format

2.C.i Pilot runs before deploying the HIT on the platform.

2.C.i .A) Trial population used and size of population:

2.C.i B) Approximate relationship of trial
population to crowd collaborators:

2.C.i C) Average completion time of trial run(s)
that resulted in satisfactory completion of HIT:

2.C.ii Range and median completion times for
2.C.ii A) Accepted submissions:

2.C.ii B) Rejected submissions:

2.C.iii Mechanism used to display persistent progress
to crowd collaborators:

2.D Data collected
2.D.i Describe step(s) taken to root out automated
responses or malicious entries, if applicable:



 
 

   

  

 
 

  

 

  

2.D.ii State whether crowd collaborator demographics 
were collected, the rationale for that choice, and the basis 
for demographic categories (if used): 

Certification by research team: 

To the best of our knowledge, all of the information given above is accurate. 

Date of certification: 


	Space to enter the platform used: Amazon Mechanical Turk
	Space to enter Requestor name used to post the HIT: G. P. Burdell, Buzz Lab @ Georgia Tech
	Space to enter Full HIT name and short description with HIT activity category: Name: "Label images of historical pieces of technology"Description: "Pick from pre-supplied labels (or enter through text if no matching option) for a set of ten historical images (e.g., old laptop computers to early cell phone models). Expected completion time is 5 minutes."Category: Image recognition & labeling
	Space to enter Contact information posted on HIT, team member(s) responsible for checking: George P. Burdell (graduate student: buzz-lab-studies@gatech.edu) supervised by Dr. Buzz (associate professor: buzz-lab@gatech.edu). G. P. Burdell was responsible for monitoring the "buzz-lab-studies" email alias.
	Check box option for 'yes, attached': Off
	Check box option for 'no, not attached because IRB is not applicable': Yes
	Space to enter Any warnings provided about potentially sensitive activities or topics in this HIT: From short description of task: "historical images (e.g., old laptop computers to early cell phone models)"
	Space to enter Time(s) of day and day(s) of week HIT(s) posted, with number of HIT(s) posted per batch:: 1st batch: 10, Monday (01-01-2021) 11am EST2nd batch: 100, Tuesday (01-02-2021) 8.30am EST3rd batch: 50, Tuesday (01-02-2021) 4.15pm EST
	Space to enter State the technical format of the task: 
	 For example, were crowd collaborators requires to open a new browser window (distinct from the HIT page on the platform’s website) or download any additional software or apps? State all technical format(s) and rationale for each:: In order to use the multiple-stage structure of the HIT (pre-test, then actual HIT) we used a Google Forms survey. We figured that Google Forms would be familiar to many US-resident folks given its popularity. We noted on the HIT page on AMT that the link would open in a new window and that it was a secure Google Forms link. 

	Space to enter Average payout speed for HIT(s) covered by this cover sheet:: 22 hours; all payments for Monday batch were completed Monday afternoon, all payments for Tuesday batch completed Tuesday evening.
	Space to enter If collecting user demographics, was a “prefer not to answer” option for all questions available and were crowd collaborators clearly informed that they would not be penalized for selecting that option? Further: were collected demographics protected by a privacy protocol and was this protocol made available should collaborators want to see it?: We asked these demographic questions on a page of the survey that read "FOR ALL FOLLOWING QUESTIONS: you may pick to 'not disclose' at no risk to your payment in order to protect your privacy" and gave a 'prefer not to disclose' option for each item. Right below that message, we also explained our data lifecycle (data will be collected in institution-run Google Sheets account, exported to local offline, encrypted storage after collection is done and deleted from Google Sheets, analysis from that point will be done on secured institutional computers with full anonymity and any demographic information reported in amalgamated form).
	Space to enter List any pre-test tasks:: We asked collaborators to select a label for a photo of an Apple II computer (from a list of "cell phone", "laptop computer", "desktop computer", and "typewriter"). Crowd collaborators who failed this test were paid 5 cents for their time (we judged completion at about 30 seconds).
	Space to enter All required collaborator qualifications and rationale for each:: We required that workers be located in the United States (we are focused on US-resident perception of historical technology) and that they be proficient in English (given our study being designed in English). 
	Space to enter Criteria for rejection (list):: 1. Free text entry that was completely unrelated to technology (e.g., picture of a rotary phone labeled as "book" -- we briefly googled to make sure this wasn't vernacular language for a rotary phone).2. Failed the attention check ("how long have you lived at your current address?")  3. Failed pre-test question (described below).
	Space to enter Number of crowd collaborators who completed the HIT and had their work “accepted” and percent acceptance rate; number of crowd collaborators who completed the HIT and had their work rejected and percent rejection rate:: 165 submitted HITS; 160 were accepted and 5 were rejected. Of those 160 that were accepted, 5 had a bug (images didn't load properly in all cases) and so we paid those who submitted that set and re-deployed 5 more tasks to get those labels. Thus, we received 165 submissions and paid rewards for 160 of them.percent acceptance: ~97%percent rejection: ~3%
	Space to enter Number of crowd collaborators desired and proposed payment per crowd collaborator; additionally describe any bonuses paid out and whether these bonus(es) were part of the initial, proposed wage or added later:: We sought labels for 125 images. Base payment $1.25, one cent reserved for bonus payment to communicate task acceptance / rejection (rejected submission authors paid one cent). We later added a bonus of 5 cents for each free-text image included in the set because we realized those took much longer to complete. Collaborators who failed the pre-test were paid 5 cents for completing the pre-test.
	Space to state Follow-up method to communicate rejection/acceptance for each crowd collaborator, following submission of the HIT:: We reserved 1 cent of the base payment paid for all successful submissions to inform them of their acceptance; we paid 1 cent for each of the five unsuccessful submissions to inform them of their rejection. We did this through the "bonus payments" mechanism. We grouped crowd collaborator worker-IDs based on acceptance / rejection and mass-messaged based on that (splitting rejected workers into a further two categories with reason for rejection).
	Space to enter Mechanism for disallowing multiple submissions of HIT by the same crowd collaborator (if applicable):: A given collaborator could submit up to 5 HITs for our project; we used the "qualifications" mechanism to record submissions by repeat workers (e.g., "1-submission-Burdell-HisTech-IR" granted after first submission, future submissions by collaborators with that qualification granted "2-submission-Burdell-HisTech-IR" etc. Collaborators who reached "5-submission-Burdell-HisTech-IR" were then no longer eligible.)
	Space to enter Trial population used and size of population:: Other lab members; 3 PhD students, 1 MSc student
	Space to enter Approximate relationship of trial population to crowd collaborators:: Likely to have higher basic computing literacy (advanced degrees in computing); generally similar in age (ranging from early 20s to 50s) to MTurk population 
	Space to enter Average completion time of trial run(s) that resulted in satisfactory completion of HIT:: 7 minutes 20 seconds
	Space to enter Accepted submissions:: Range: 5 - 14 minutes, median 8 minutes
	Space to enter Rejected submissions:: Range: 1 - 47 minutes, median: 3 minutes
	Space to enter Mechanism used to display persistent progress to crowd collaborators:: Progress bar at bottom of each page on Google Forms (also states percent completion for accessibility). 
	Space to enter Describe step(s) taken to root out automated responses or malicious entries, if applicable:: We used a pre-test (asking participants how long they'd lived at their current address on the first and last page of the form) and a CAPTCHA on the first page.
	Space to enter State whether crowd collaborator demographics were collected, the rationale for that choice, and the basis for demographic categories (if used):: Given that new technology is often expensive, we asked users about their socio-economic background per US-Census buckets. We also asked them about their age, as some age demographics (also sourced from US-Census) may be more familiar with certain pieces of technology. 
	Space to enter Date of certification: 11/21/2021
	Certification by research team -- check box to confirm certification: Yes


