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Abstract

It’s no secret that AI systems come with a significant envi-
ronmental cost. This raises the question: What are the roles
and responsibilities of computing professionals regarding the
sustainability of AI? Informed by a year-long informal litera-
ture review on the subject, we employ stakeholder identifica-
tion, analysis, and mapping to highlight the complex and in-
terconnected roles that five major stakeholder groups (indus-
try, practitioners, regulatory, advocacy, and the general pub-
lic) play in the sustainability of AI. Swapping the traditional
final step of stakeholder methods (stakeholder engagement)
for entanglement, we demonstrate the inherent entwinement
of choices made with regard to the development and mainte-
nance of AI systems and the people who impact (or are im-
pacted by) these choices. This entanglement should be under-
stood as a system of human and non-human agents, with the
implications of each choice ricocheting into the use of nat-
ural resources and climate implications. We argue that com-
puting professionals (AI-focused or not) may belong to mul-
tiple stakeholder groups, and that we all have multiple roles
to play in the sustainability of AI. Further, we argue that the
nature of regulation in this domain will look unlike others
in environmental preservation (e.g., legislation around water
contaminants). As a result, we call for ongoing, flexible bod-
ies and policies to move towards the regulation of AI from a
sustainability angle, as well as suggest ways in which indi-
vidual computing professionals can contribute to fighting the
environmental and climate effects of AI.

Introduction
The recent wave of generative AI is the latest in a continued
trend of AI innovation. Among the many repercussions of
AI systems are the resources used to make these systems
possible – not least, those of the natural world, including
electricity and water, used to maintain the extensive “cloud”
infrastructures (Amoore 2020) on which these systems must
run. For example, data centers alone are predicted to have an
energy consumption roughly equal to that of the entirety of
Japan by 2026 (Berreby 2024).

Given these substantial resource demands, addressing the
sustainability of AI has become increasingly important. We
note the distinction between two components that make up
sustainable AI: AI for sustainability and sustainability of AI
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(Schwartz et al. 2019). The former refers to how AI is used
to help achieve sustainability goals, while the latter refers to
how AI is developed, deployed, and maintained in a man-
ner that minimizes its environmental footprint (Sánchez-Pi
and Martı́ 2021). While AI for sustainability could theo-
retically contribute to several UN Sustainable Development
Goals (SDGs)1, the use of AI can also hinder progress, as
a result of the lack of sustainability in AI methods. Vinuesa
et al. theorize that AI can facilitate 93% of the targets re-
lated to environmental SDGs, but it can also hinder 30% of
them (Vinuesa et al. 2020). In this report, we are concerned
with the sustainability of AI, rather than the potential of AI
to promote sustainability, because sustainability of AI plays
into all systems, including those used to promote sustain-
ability.

Then, as computer science professionals, what sustain-
ability issues are we entrusted to address when leverag-
ing AI? Some among us who are AI system developers
may see the immediate implications on sustainability, while
those working in other subfields of computer science may
not, which could lead them to perceive the sustainability
of AI as less relevant to their work. In addition, there ex-
ists epistemological confusion surrounding the sustainabil-
ity of AI systems; while some argue such systems are the
only clear guide to counteracting continued climate change,
others point to the massive energy consumption of such sys-
tems. In this work, we perform stakeholder identification,
analysis, and mapping to illustrate both how far-reaching
our duty is as computer science professionals and how we
can act responsibly with regard to sustainability in our re-
spective subfields.

Our work is predicated on a year-long stakeholder anal-
ysis and mapping, which encompassed an informal liter-
ature review and conversations with colleagues, including
both self-titled AI “insiders” (Dwyer and Buckle 2009) and
those in other subfields of computer science. Using our po-
sition as informed insiders, we share the results of our stake-
holder analysis and mapping (Lelea et al. 2014), allowing
us to locate the entanglement of various stakeholders in the
wider domain of the sustainability of AI. In the Discus-
sion, we draw on the concept of entanglement theory from

1Within the Environmental Group: Goals 13 (Climate Action),
14 (Life Below Water), 15 (Life on Land) (nat 2015).



the adjacent field of human-computer interaction (HCI) as
a way to make sense of complex systems, where the num-
ber of variables and actors are both inseparable and nu-
merous (Frauenberger 2019). Combining entanglement with
stakeholder methods highlights the vital and multiple roles
all computing professionals have regarding the environmen-
tal and, subsequently, climate impacts of AI. Through this
process, we located five stakeholder groups (industry, prac-
titioners, regulatory, advocacy, and the general public). In
part, we identified these groups by analyzing a number of
scholarly articles, popular news reports, and essays – and in
doing so, we noticed that many of these works were written
by a member of a given stakeholder group for other mem-
bers of their same group. A goal of this work is to surface
the overlap between groups, in part to demonstrate how col-
laboration and reflective action can be engendered.

Related Work
This work is predicated on two existing areas of study: first,
the environmental and climate impacts of AI, and second,
stakeholder analysis and mapping as a means of sustainable
practice within both Environmental Studies (ES) and Soft-
ware Engineering (SWE).

Environmental and Climate Impacts of AI
There are three primary environmental concerns of AI:
energy consumption, water usage, and e-waste (electronic
waste) in the form of exhausted hardware infrastructure.
These concerns comprise significant segments in the larger
lifecycle of AI systems, though we do not focus on hardware
development, as infrastructure development (e.g., producing
a GPU) is not necessarily specific to AI systems (OECD
2022). Despite much of the work happening “in the cloud,”
the physical nexus of both computation and impact is a net-
work of data centers (Hogan 2015b). We additionally dis-
cuss the social and cultural implications of natural resource
usage, as well as red AI (Schwartz et al. 2019), or the fix-
ation on model accuracy that requires exponential energy
consumption.

Energy Consumption The major contributing factor to
AI’s environmental footprint is its significant energy con-
sumption for training and operation. Patternson et al. (Pat-
terson et al. 2022) refined earlier estimations from the com-
monly referenced study by Strubell, Ganesh, and McCal-
lum (2019) regarding the carbon emissions of large model
training; they found that training GPT-3 consumed 1,287
MWh of energy and generated 552 tons of CO2 equivalent
emissions (Patterson et al. 2022). This is roughly the same
amount of energy needed to power 120 U.S. households for
a single year, with emissions roughly equivalent to that of
110 gas-powered cars in the U.S. in a year (Kojola 2023).

As models become larger and more complex, they also
need even more energy to run. Consider GPT-3—the 2021
version of which had 175 billion parameters—compared to
GPT-1’s relatively mere 117 million in 2018 (Griffith 2023).
The type of task being performed also plays a role in the
emissions produced. Luccioni et al. found that classifica-
tion tasks were the lowest energy consumers (0.002 to 0.007

kWh for 1,000 references), with generative tasks consuming
more (0.05 kWh) and multimodal tasks taking even more
(0.06-2.9 kWh) (Luccioni, Jernite, and Strubell 2023). Im-
age tasks are unsurprisingly more energy intensive than text
tasks due to their higher-dimensional data; to put it into per-
spective, if charging a smartphone requires about 0.012 kWh
of energy, then for every 1,000 prompts, the text generation
model charges 3.5 phones (0.042 kWh) while the image gen-
eration model charges 112.5 phones (1.35 kWh) (Luccioni,
Jernite, and Strubell 2023).

Water Consumption Energy consumption is not the only
environmental concern related to AI. Models are typically
trained and run at data centers, often using vast amounts
of water for cooling servers (Hogan 2015a). For example,
Google’s data centers used 4.3 billion gallons of water in
2021, with its average data center requiring about 450,000
gallons of water per day (Hölzle 2022). By 2022, their water
consumption increased by 20% to 5.2 billion gallons (Lan-
gley 2023). Moving from companies to individual AI prod-
ucts, Li et al. found that training GPT-3 could require about
700,000 liters of water, which is roughly equivalent to the
annual water consumption of 2,200 average Americans (Ko-
jola 2023), and requires approximately 500 mL of water for
every 10-50 user prompt responses (Li et al. 2023).

Can’t we just...?
• move data center locations? A handful of nations have

taken advantage of natural resources and geography
to create low-emission energy sources. For example,
Canada and Switzerland rely on hydroelectric power, a
renewable energy source (Writer 2023). Nations with
“free air cooling” (Jones 2018), such as Iceland, are also
prime locations for data centers (Adalbjornsson 2019).
Simply moving data centers to these locations, however,
poses problems for national data sovereignty efforts, as
well as compromising the benefits of transmission speed
due to proximity.

• compensate with carbon offsets? Promises of carbon
neutrality or negativity—of which two-thirds of the
world’s largest companies have agreed to (Pearson
2023)—are often predicated on the carbon offset sys-
tem, in which purchased offsets are translated into envi-
ronmental projects, such as planting forests or investing
in renewable energy projects. However, offsets are con-
troversial. For example, among the offsets purchased by
the world’s fifty largest companies, only 8% were used
for projects that removed carbon from the atmosphere
(mostly planting trees), while the majority focused on re-
ducing carbon (Pearson 2023). Further, they can be used
to suggest that fossil fuels are “carbon neutral” through
the purchase of carbon offsets (Gardner, Adomaitis, and
Nickel 2021). Additionally, in some cases, offsets (as
they manifest land use) challenge traditional property
ownership laws, and may not even be used for the in-
tended purpose (Song and Moura 2019).

Implications of Natural Resource Use There are several
factors involved in picking the site of a data center, including
sensitivity to natural and human-made hazards, availability



of utilities (including energy sources and water), and prox-
imity to primary audience(s) (Covas, Silva, and Dias 2013).
As a result, environmental sustainability has not historically
been the primary rationale behind picking data center loca-
tions (Shehabi et al. 2011).

The impact of data center resource consumption falls dis-
proportionately on surrounding communities. A popular ar-
gument by local officials and corporate executives has been
the creation of jobs in the region chosen; however, this narra-
tive of new job opportunities for residents has been disputed
(Lenio 2015; Hardy 2016; Rayome 2016; Mayer 2023). Lo-
cal communities appear to be more frequently negatively
impacted by resource usage from data centers, such as in
West Des Moines, Iowa, where training for GPT-4 occurred
during a three-year drought (Adarlo 2023). In addition to
running counter to environmental justice (Keller, Donoghoe,
and Perry 2024) and potentially creating noise pollution
(Gonzalez Monserrate 2022), the placement of data centers
can violate local and ancestral approaches to caring for na-
ture and natural resources (Lehuedé 2024) and displace In-
digenous groups (Lehuedé 2022).

Beyond local natural resource consumption, data centers,
necessary for the training and delivery of AI systems, pro-
duce vast amounts of e-waste. Gonzalez Monserrate terms
this “immoral waste,” given that much of the exhausted hard-
ware is then exported to countries with weak labor pro-
tections, resulting in workers being exposed to the haz-
ardous materials embedded in hardware (Gonzalez Monser-
rate 2022).

Exacerbating Implications: Red AI Given what we
know about the environmental, social, and cultural impli-
cations of AI system development and deployment, it is a
concern that these effects are only becoming more inten-
sified. The so-called Red AI trend, in which accuracy (i.e.,
correct identification or generation) is prioritized over effi-
ciency (i.e., resource usage), is becoming increasingly com-
mon (Dhar 2020). Schwartz et al. analyzed 60 papers from
AI conferences, finding 90% of ACL 2018 papers to priori-
tize accuracy over efficiency, compared to 80% and 75% at
the same year’s NeurIPS and CCVPR conferences, respec-
tively (Schwartz et al. 2019).

Red AI is concerning due to the logarithmic relation-
ship between accuracy and efficiency – a linear improve-
ment in accuracy requires that a model become exponen-
tially larger (Mill, Garn, and Ryman-Tubb 2022). Brownlee
et al. found that a 1% increase in accuracy increases energy
costs by 30-50% (Brownlee et al. 2021). Mill et al. term this
the accuracy-energy paradox (Mill, Garn, and Ryman-Tubb
2022), as studied by Spillo et al. in the case of recommenda-
tion algorithms (Spillo et al. 2023).

Stakeholder Mapping and Entanglement
Stakeholder identification, analysis, and mapping methods
have been used in both Environmental Studies and Soft-
ware Engineering to help identify how necessary change
can occur. Following Rakova and Dobbe’s argument that
the fields of environmental studies and AI are inextricably
linked (Rakova and Dobbe 2023), we employ stakeholder

methods, given its precedent in both environmental studies
and software engineering.

For stakeholder identification, Majumdar (2013) defines
stakeholders in a given context as any individual, group, or
organization that can affect (or is affected by) a topic. In
software engineering, McGuire et al. demonstrate that the
stakeholder model used in the software development process
influences the final software product and that sustainability
is a participatory process, requiring the involvement of many
stakeholders; stakeholder concerns impact the software de-
velopment process, adding necessary but otherwise over-
looked dimensions (McGuire et al. 2023). Penzenstadler,
Femmer, and Richardson (2013) argue that without iden-
tifying stakeholders, a sustainability objective in software
systems will not receive support and attention to be effec-
tively implemented. Further, when stakeholders are identi-
fied, Penzenstadler et al. argue that software engineers will
be motivated to invest in sustainability since they will see
that sustainability aligns with the interests and objectives of
their stakeholders, therefore viewing sustainability as com-
plementary rather than a sacrifice to their goals.

In stakeholder analysis, stakeholders are arranged based
on their involvement, interest, and influence on a domain
(Majumdar 2013). Then, stakeholder mapping can take
place, in which a visual representation is made of relation-
ships between stakeholders in order to help all parties navi-
gate the social complexity. In Environmental Studies, com-
plex social, political, and cultural dimensions can be put into
conversation; for example, Raum uses stakeholder mapping
to push for sustainable forestry practices that are more effec-
tive, equitable, and sustainable (Raum 2018). On the Soft-
ware Engineering side, stakeholder mapping has been used
for ethics and sustainability education for apprenticing soft-
ware engineers. For example, Ayoola (2023) developed a
curriculum for stakeholder mapping and personas as tools to
guide students in socially sustainable software development.

Traditionally, in stakeholder analysis and mapping, the
third step is engagement, or finding ways to convene rep-
resentatives of all groups (Lelea et al. 2014; Leventon et al.
2016). However, given the scope and scale of the problems
presented by the impacts of the lack of sustainability of AI,
we argue that straightforward engagement may not be plau-
sible. Instead, we argue that entanglement is a better substi-
tute for engagement. Where engagement suggests a finite,
scheduled site of interaction, entanglement is understood
in computing as an irrevocable state of interconnectedness
between actors, whether human or technical infrastructure
(Frauenberger 2019). By suggesting a site-specific swap of
engagement and entanglement, we do not intend to make an
argument about the (in)appropriateness of engagement as a
solution-oriented step in stakeholder methods more broadly.
Our point in turning to entanglement is to reconcile with the
unusually fast-evolving nature of the domain (AI develop-
ment, practice, and infrastructure) and the large-scale ecol-
ogy that it both produces and inhabits.

Methods
In performing the informal literature review, stakeholder
analysis and mapping described in this work, we did so as



relative “insiders” to the field of AI. The first author is an
undergraduate student with expertise in state-of-the-art ML,
and the second, third, and fourth authors are researchers in
systems design and AI ethics.

The methods of this paper are two-part. First, we per-
formed an informal literature review to gauge who the stake-
holders might be. Then, we performed an analysis and map-
ping of the identified stakeholder groups.

Informal Literature Review
Our multi-method literature review began in August 2023
and continued through May 2024. Unlike a traditional, ex-
haustive literature review using pre-specified queries, we
used a number of approaches to ground our stakeholder
groups, namely 1) discussing with peers in AI and ML dis-
ciplines, gathering both suggested ideas and sources to look
into, including specific article or paper recommendations
and 2) reviewing articles and papers we encountered on so-
cial media (e.g., the HCI Social Mastodon) and a variety of
newspapers and magazines, covering both tech-focused top-
ics and general current events (e.g., The New York Times,
Rest of World, Wired, MIT Tech Review). In addition, we
searched several variations of “sustainability” in the ACM
Digital Library and IEEE Xplore.

In total, we read more than one hundred research papers,
newspaper and magazine articles, and project descriptions.
The full list with categories is accessible at the following
link: https://annabelrothschild.com/aies-163-appendix/.

Performing Stakeholder Analysis and Mapping
From this broad survey of concerns related to the sustain-
ability of AI system development and execution, we began
identifying groups of stakeholders. Our process was pred-
icated on a guide by Lelea et al. (2014), which helped us
employ a transdisciplinary approach. Following their stake-
holder analysis approach, we completed the following steps:

• Step 1 (selecting human activity system focus): We fo-
cused on the sustainability of AI. We consider sustain-
ability to be the impact of AI on both the environment
and climate, which is why we focus on energy use and
consequent pollution, as well as water usage.

• Step 2 (conducting actor identification and initial charac-
terization): We conducted a broad literature survey with
weekly discussions between the first and second authors
over the course of roughly six months (August 2023 -
January 2024). Each week, the two authors reported back
on the articles they read and discussed what they were
seeing, in terms of identifying the author, intended audi-
ence, and overarching point for each piece. Additionally,
we discussed with colleagues in AI fields and gathered
their impressions of specific tools or systems for measur-
ing or improving environmental impact, as well as their
broader perspectives on the sustainability of AI. From
these weekly review meetings, the first author developed
a preliminary list of stakeholders, which the first and
second authors discussed and iterated through two more
times. Changes to the list involved categorizing some
stakeholders into groups (e.g., condensing governmental

organizations, professional organizations, and nonprofit
policymakers into a “policymakers” group). The final
version is that used in this paper, with five stakeholder
groups.

• Step 3 (formulating specific issue to be addressed): re-
flecting on our goals for the project, all authors, in mul-
tiple discussions, agreed that the priority for this project
was highlighting the roles and responsibilities of various
stakeholder groups, with the emphasis being on how ne-
gotiations of those respective stakeholder priorities and
challenges could be a basis for cross-group collaboration.

• Step 4 (conducting stakeholder analysis): employing the
stakeholder list, we spent the remaining months of the re-
search project (February - May 2024) analyzing the con-
cerns and priorities of the identified stakeholder groups.

In producing the resulting stakeholder list, we don’t in-
tend for it to be seen as a final or static compendium; rather,
it should be seen as a list of major players at this point in
time, which will no doubt fluctuate as does the ever-evolving
field of AI does so. Additionally, though this method may
not be “rigorous” in the traditional sense of a literature re-
view (e.g., bounded by pre-defined queries, sourced from
a set number of databases), we believe it is the most ap-
propriate method, given that there has been relatively little
written about the sustainability of AI, in comparison to the
amount of literature on AI techniques and innovations. Fur-
ther, by crowd-sourcing relevant papers and ideas, we give
an overview of relevant stakeholders grounded not only in
traditional academic venues, but also in popular media and
governmental and NGO reports, which are more indicative
of the concerns of non-AI practitioner stakeholders.

Identifying Stakeholders & Their Priorities
and Challenges

There are five groups of stakeholders in the sustainability
of AI, as yielded by our literature review: industry, practi-
tioners, regulatory, advocacy, and the general public. In this
section, we describe these groups, along with their priorities
and challenges, and provide an overview in Table 1.

1 - Industry
Perhaps the most associated stakeholder group with AI is
the industry group, which includes infrastructure companies
(i.e., those that provide physical and virtual resources for AI
operations, including data centers, cloud service providers,
and hardware suppliers) and AI companies (i.e., those that
produce commercial AI products, such as OpenAI). Given
the size and complexity of this stakeholder group, we discuss
each in turn.

Infrastructure Companies Infrastructure companies
strive to be the preferred choice for AI companies by
providing quality services at competitive rates. To appeal
to customers, infrastructure companies are becoming
increasingly concerned about their environmental footprint,
aiming to align with the sustainability goals of their clients.

While infrastructure companies share in the concern for
environmental issues, they face unique challenges as they



Stakeholder
group

Stakeholder examples Key concerns Key challenges

Industry 1. AI companies, 2. In-
frastructure companies:
data centers, cloud ser-
vice providers, hardware
suppliers

Competitive advantage, in-
novation, regulatory compli-
ance, reputation

Business implications of disclosing en-
vironmental footprint, need for alterna-
tive energy sources and scientific in-
novations for sustainability; AI compa-
nies: lack of transparency among in-
frastructure companies

Practitioners 1. Researchers (indus-
try, academic), 2. System
developers

Innovation, funding, ethical
considerations

Red AI trend, lack of awareness and
collective effort

Regulatory 1. Governments, 2. Interna-
tional organizations

Environmental standards
and guidelines, environmen-
tal legislation, regulatory
compliance, public welfare,
economic development

Lack of transparency in environmen-
tal footprint, political opposition, resis-
tance from industry, slow pace of gov-
ernment

Advocacy 1. Environmental organiza-
tions, 2. Environmental ac-
tivists

Awareness, advocacy, envi-
ronmental legislation, trans-
parency in environmental
footprint

Lack of transparency in environmental
footprint

General public 1. Local communities (af-
fected communities), 2.
More broadly marginalized
communities

Environmental impact,
representation, equity,
economic development

Lack of power and resources to influ-
ence decision-making processes

Table 1: Summary of stakeholder groups

contribute to the environmental footprint in different ways.
Each infrastructure company, along with its challenges, is
described below.

Data Centers. As sites where AI model training and run-
ning usually occur, data centers are significant contributors
to the environmental footprint of AI. They face challenges
due to their high energy and resource requirements, and
while these issues can be mitigated through innovation, do-
ing so often involves significant costs and complexities.

Data centers consume over 200 TWh each year, a larger
amount than the annual energy consumption of some coun-
tries, such as Iran (Jones 2018). However, they are not used
efficiently. Jones argues that many data centers have hard-
ware that is outdated and hard to optimize (Jones 2018),
pointing out Taylor and Koomey’s research on the preva-
lence of “zombie” servers, or ones consuming power but
providing no work2.

Notably, the primary energy and resource consumption in
data centers stems from cooling systems, such as pumps,
chillers, and cooling towers (Zhang et al. 2021; Evans and
Gao 2016). In 2014, cooling towers in the US, which oper-
ate by evaporating water to cool the facilities, used about 100
billion liters of water (Ristic, Madani, and Makuch 2015).

There are applications for sustainable AI at data centers;
for example, Google’s DeepMind has used machine learning

2https://blog.anthesisgroup.com/zombie-servers-hunting-lost-
capital

to optimize the cooling systems in Google’s data centers,
achieving a 40% reduction in the energy used for cooling
(Evans and Gao 2016). In addition, the waste heat from data
centers can be reused, as demonstrated by IBM’s data center
in Switzerland, which uses excess heat to warm a nearby
swimming pool, or the Condorcet data center in Paris, which
directs heat to a research site studying the effects of high
temperatures on vegetation (Jones 2018).

Cloud Service Providers. Cloud service providers operate
data centers distributed across different regions to provide
services over the Internet. Facing pressure to disclose their
carbon emissions, cloud service providers seem concerned
with the business implications of these disclosures (Issa,
Chang, and Issa 2010). While they can employ a host of
methods to reduce emissions, these efforts require invest-
ment (Balasooriya, Wibowo, and Wells 2016; Kumar and
Buyya 2012).

Hardware Suppliers. Hardware also plays a significant
role in the environmental footprint of AI. A challenge faced
by hardware suppliers is the sustainable management of
their products throughout their entire life cycle.

The production of hardware starts with the extraction
of raw resources needed for electronics, a process that
often involves burning fossil fuels and releasing carbon
emissions due to mining activities. The manufacturing and
transportation phases that follow are also energy-intensive;
consider Williams’ study of the environmental impacts of
microchip manufacturing (Williams 2004). Manufacturing



hardware requires high temperatures and controlled environ-
ments, which are maintained using high-energy machines
and equipment. Distributing hardware, whether by ground,
sea, or air, relies on fossil fuels, and once in use, the hard-
ware requires electricity until it is eventually disposed of
at “end of life” as e-waste. E-waste contains toxic chem-
icals, resulting in other environmental impacts like pollut-
ing air, water, land, and food around nearby communities
(Miller 2022; Robinson 2009). Therefore, the entire life-
cycle of hardware must be considered when addressing its
environmental impact. The economic concerns and priori-
ties of hardware suppliers, however, may be in opposition to
building chips with a longer lifespan.

Shared Challenges. Several challenges faced by infras-
tructure companies are shared. For example, the rapid in-
crease in energy needed to power AI may necessitate the in-
novation of new energy sources, according to OpenAI CEO
Sam Altman, who advocates for the development of sustain-
able alternatives (Tangermann 2024).

AI Companies AI companies need to maintain competi-
tive advantages while also balancing environmental respon-
sibilities. By investing in sustainable practices, we argue,
they can not only satisfy their regulatory compliance, and
also sustain and improve their public image. Prioritizing sus-
tainability is vital for enhancing their reputation among cus-
tomers, investors, and the public.

It is important to recognize that AI companies aiming to
reduce their emissions might face obstacles due to current
limitations. Even if AI companies are required to be trans-
parent, adhering to this regulation may be difficult because
the infrastructure services they depend on lack transparency
themselves (Adams 2023). All businesses, including those
providing infrastructure, must operate with transparency.

2 - Practitioners
The practitioners group includes AI and ML researchers, in
addition to professionals involved in the development, de-
ployment, and management of AI systems. The distinction
between practitioners and the industry group is that practi-
tioners use and create AI systems, whereas industry mem-
bers are organizations that provide the infrastructure of AI
systems. We focus, in particular, on AI and ML researchers,
particularly those in academic or industry research, as well
as enterprise organizations. This group is concerned about
advancing the state of the art in their field, while upholding
their ethical responsibilities.

A key challenge for this group is the trend of red AI, or pri-
oritizing accuracy over efficiency (Van Wynsberghe 2021).
Reflecting on the relationship between accuracy and energy
savings, referred to as the accuracy-energy paradox (Mill,
Garn, and Ryman-Tubb 2022), Spillo et al. argue that algo-
rithmic evaluation should also take into account the environ-
mental impact of AI systems (Spillo et al. 2023).

There has been progress in efforts among practitioners
to integrate environmental considerations into algorithmic
evaluation with the creation of transparency tools that pro-
vide standardized ways for tracking carbon emissions of AI
systems, including carbon trackers (Henderson et al. 2020;

Lacoste et al. 2019), sustainability checklists (Tornede et al.
2023), and energy leaderboards (Henderson et al. 2020).
However, the adoption of these tools has suffered from a lack
of practitioner awareness (Hershcovich et al. 2022).

Other avenues for lessening the environmental impact in-
clude performing smarter experiments. Lacoste et al. argue
that more efficient algorithms (e.g., random search over grid
search) can save energy while providing better outcomes and
that responsible scholarly practice (e.g., extensive literature
review, careful system design, thorough debugging) can help
prevent chances of failed experiments, in turn decreasing ex-
perimental cycles (Lacoste et al. 2019). Optimization tech-
niques can make models more efficient, decreasing the com-
putational power and, subsequently, the energy consump-
tion of the hardware running them. Using pre-trained models
and fine-tuning them can prevent researchers from having to
train models from scratch. Methods like compression, quan-
tization, pruning, distillation, and feature reduction can all
decrease the training time needed for models (Kirkpatrick
2023). Finally, an optimized framework for federated learn-
ing called AdaFL has been shown to enhance FedNLP by
reducing training speed and computational costs, thus reduc-
ing energy consumption (Cai et al. 2023).

Collaboration is another avenue practitioners can take to
achieve better energy efficiency. One way is by sharing pre-
trained models, which can help avoid duplicate efforts and
conserve both energy and costs for training (Sánchez-Pi and
Martı́ 2021). Another way is by increasing reproducibility;
Mill et al. write about the reproducibility checklist, which
some major AI conferences have adopted, to promote the
sharing of code and dataset for full reproducibility (Mill,
Garn, and Ryman-Tubb 2022). The ML community has been
neglecting reproducibility, Gunderson & Kjensmo argue – in
their survey of 400 research papers, none were fully repro-
ducible, with only 6% sharing code and 30% sharing train-
ing data (Gundersen and Kjensmo 2018). This lack of shar-
ing can cause other researchers to replicate existing models,
increasing AI’s carbon footprint. Online platforms like “Pa-
pers with Code” have been formed by volunteer authors to
address this issue, offering access to over 70,000 papers un-
der open license3. Finally, Tornede calls for the publication
of unsuccessful experiment results to prevent others from
repeating the same mistake, saving both energy and compu-
tational resources (Tornede et al. 2023).

An important final avenue is the strategic selection of
hardware. The first approach is the selection of more energy-
efficient hardware, with consideration to the e-waste gener-
ated by the disposal of old hardware. Patterson found that
optimized ML hardware like tensor processing units (TPUs)
and advanced graphics processing units (GPUs) are between
2 to 5 times more energy-efficient than general-purpose pro-
cessors (Patterson et al. 2022). For example, TPU 4 has been
recognized for its improved efficiency, being 2.4 times more
efficient than TPU 2 (Sánchez-Pi and Martı́ 2021). Lacoste
et al. also found that GPUs were 10 times more efficient
than CPUs, showing the importance of carefully selecting
the right hardware for specific tasks (Lacoste et al. 2019).

3https://paperswithcode.com/



Selecting the most optimal processors is crucial as they also
influence the efficiency of data centers (Jones 2018).

Another approach is to use less electricity-consuming
hardware alternatives. Although advanced hardware like
GPUs and TPUs are necessary during the training phase, less
electricity-consuming hardware alternatives, such as field
programmable gate arrays (FPGAs) and application-specific
instruction-set processors (ASIPs), can be chosen for us-
age (Schwartz et al. 2019). There is also an emerging area
of low-precision computing, where using a lower bit-width
to represent numbers can lead to faster and more space-
efficient computations (Schwartz et al. 2019).

3 - Regulatory
Policymakers are responsible for establishing and enforcing
regulations governing AI, and they are concerned about pro-
moting public welfare and meeting international standards.

A current challenge for policymakers is the lack of regula-
tions mandating transparency in carbon emissions through-
out the entire life cycle of AI. Due to a lack of such reg-
ulations, businesses are not transparent about their emis-
sions (Kirkpatrick 2023), and they are lobbying against reg-
ulations (Van Wynsberghe 2021). However, transparency in
such information is needed to assess the true environmen-
tal impact of AI. For example, in an attempt to estimate
the carbon footprint of ChatGPT, Ludvigsen estimated the
unknown variables but noted this was difficult due to lim-
ited available information (Ludvigsen 2023). Missing was
information about emissions during the data preparation and
training process, the hardware used (which impacts power
consumption), and the region where the model operated
(namely, the data center location), along with the carbon
intensity of the electricity used there. Additionally, trans-
parency in the hardware supply chain is also important. Luc-
cioni et al. faced similar difficulties in calculating the carbon
footprint of BLOOM due to insufficient data regarding the
hardware used and emissions from supply chains, including
the large quantities of chemicals and minerals involved in
emissions from the transportation process (Luccioni, Vigu-
ier, and Ligozat 2022).

A few efforts have been made to push regulation, specif-
ically regarding the environmental impacts of AI. The Eu-
ropean AI Act4 considered mandating transparency around
carbon emissions in 2021, even though this proposal did
not make it to the final bill (Kirkpatrick 2023). Moreover,
California Governor Gavin Newsom signed climate disclo-
sure laws for the state, mandating transparency about carbon
emissions and climate-related financial risks for companies,
and these laws could impact over 10,000 companies, includ-
ing numerous AI-intensive firms in Silicon Valley (Tanger-
mann 2024). Given the scope and scale of the implications
of unsustainable AI energy and water consumption, there is
ample room for regulators to act.

However, these proposed regulations faced strong resis-
tance from political and industry opposition. The public has
been concerned with potential economic impacts as well as

4https://digital-strategy.ec.europa.eu/en/policies/regulatory-
framework-ai

interest groups and corporations concerned with avoiding
public scrutiny resist transparency requirements. This oppo-
sition presents a challenge to successful implementation of
proposed regulations.

The slow pace of the government in responding to tech-
nological advancements presents yet another challenge in
implementing regulations. To mitigate this challenge, Vin-
uesa et al. argue that the government should prioritize es-
tablishing policy and legislation frameworks for long-term
guidance regarding new technologies, followed by regula-
tory oversight – the authors underscore that policymakers
should have sufficient domain understanding in order to cre-
ate effective policies (Vinuesa et al. 2020).

Beyond direct regulation, alternatives like tax incentives
and certification systems can be considered. Tax incentives
can be provided to cloud service providers for building
data centers in regions that use cleaner energy, because car-
bon emissions vary by region, as suggested by Luccioni
(Luccioni, Jernite, and Strubell 2023). In addition, certifi-
cation systems similar to those used in sustainability can be
adopted into the machine learning community; these certifi-
cations can verify responsible AI practices similar to the way
sustainable certifications verify responsible environmental
practices, encouraging best industry practices and increas-
ing trust in AI systems (Matus and Veale 2022).

4 - Advocacy
Critics and advocates for impacted groups push the govern-
ment to regulate the environmental footprint of AI. They
range from formal policy organizations to artist collec-
tives. For example, consider the Biden administration’s 2023
Blueprint for an AI Bill of Rights (OSTP 2022), which men-
tioned sustainability, but only to encourage the use of AI to
address climate change (David 2023). Seventeen advocacy
groups signed a letter5 in response, highlighting the increas-
ing energy requirements of AI and pushing for the Bill to
include transparency laws for businesses about their envi-
ronmental impact (David 2023; Klar 2023).

Members of the advocacy group also help identify insuf-
ficient or misaligned practices regarding the carbon foot-
print of AI. For example, The Institute for Technology in
the Public Interest created a report (ParisBurning 2024)
against Frontier Climate (a consortium of Big Tech com-
panies established to manage commitments related to car-
bon removal6), protesting Frontier Climate’s emphasis on
advanced market commitments for carbon removal. The re-
port’s authors advocate for collective action against and in-
vestment away from Frontier Climate, calling for a more in-
clusive and effective approach to climate change and transi-
tion to addressing the causes of climate change, rather than
using carbon removal as a justification for continued fossil
fuel use (ParisBurning 2024).

A significant challenge for members of this group is the
lack of transparency in emissions that limits data on AI’s

5Archived on the Climate Action Against Disinformation
Website: https://caad.info/wp-content/uploads/2023/12/Climate-
Response-to-WH-EO-on-AI.pdf

6https://frontierclimate.com/



carbon footprint. As a result, both critics and advocates face
difficulties in quantifying and communicating the extent of
AI’s environmental impact, which hinders efforts to develop
effective mitigation strategies.

5 - General Public
The impact of the sustainability of AI (or lack thereof) is felt
most acutely by specific populations, particularly those liv-
ing close to data centers, as discussed in the Related Work.
Specifically, members of the general public living or work-
ing near data centers may be concerned about the health
impacts of the environmental harm caused by AI. This in-
cludes air pollution, water quality deterioration, and climate
change, which are all threats to public well-being. Addition-
ally, those most impacted by climate change (e.g., climate
refugees) are pushed into even more precarious positions
due to the energy consumption of AI (Faber and Schlegel
2017).

Bender et al. examine the environmental impact
on marginalized communities, highlighting environmental
racism – that marginalized communities are the first to be
impacted by climate change and are the ones to suffer the
greatest, when most language models are built for those who
are most privileged in society (Bender et al. 2021). At the
same time, some companies have tried to address these eth-
ical concerns by pledging to be carbon-neutral. After the
Iowa incident, Microsoft claimed that it aimed to be “carbon
negative, water positive, and zero waste by 2030” (Adarlo
2023). This pledge is predicated on the notion of carbon neu-
trality, which, as discussed in the Related Work, is a con-
troversial solution. Another problem to consider regarding
data centers is the domination of data centers by American
companies. Dobbe & Whittaker note that because these data
centers are located across the globe, there is a need for local
agency over the infrastructure of AI (Dobbe and Whittaker
2019).

Due to a lack of power and resources, the public typi-
cally has limited ability to influence decision-making pro-
cesses regarding AI’s environmental footprint. First, pow-
erful stakeholders like AI companies and the government
can prevent ordinary citizens from influencing practices and
policies. In addition, individuals usually have limited re-
sources in terms of time and money to engage in advocacy
efforts. These constraints make it challenging for the general
public to significantly influence decisions about AI’s envi-
ronmental footprint.

Stakeholder Mapping
Based on the stakeholder analysis, the identified stakehold-
ers were mapped using a four-quadrant interest-influence
matrix (see Figure 1). This style of matrix is commonly
used in stakeholder mapping as a way of identifying the
respective levels of interest and influence of various stake-
holders (Walker, Bourne, and Shelley 2008). Specifically,
the horizontal axis measures stakeholder interest (the degree
to which a topic affects the stakeholder), while the vertical
axis measures stakeholder influence (the degree to which a
stakeholder affects a topic).

Figure 1: Stakeholder mapping via interest-influence matrix

From the matrix, we can see that the general public is the
most overlooked stakeholder group. This is a result of their
low influence (namely, they must go through other stake-
holder groups, such as advocacy and regulatory channels, to
enact change) and low interest. Here, low interest does not
suggest negligence; instead, aside from communities that
are acutely impacted by factors like physical proximity to
data centers, there is not a great deal of public awareness,
as demonstrated by a slew of popular news media pieces in-
troducing the impacts to a broader audience (Erdenesanaa
2023; Kishan and Saul 2024; Langley 2023).

However, the general public is affected by the environ-
mental footprint of AI, and we hope that this stakeholder
mapping will ensure they are considered in discussions
about the sustainability of AI. Additionally, the advocacy
group currently does not have significant influence, but it
is highly interested. This group has the potential to bridge
the gap between the general public and other stakeholder
groups (i.e., regulatory, industry, practitioners), enabling a
more collaborative approach to sustainable AI development.

Finally, regulatory and industry groups, along with practi-
tioners, have the most influence, as they make decisions that
directly affect the environmental footprint of AI. The rela-
tionship between the regulatory and industry groups varies
by regulatory jurisdiction; for example, in the United States,
general AI regulation at the federal level has been heavily
influenced by the industry, as seen by the composition of
the new Department of Homeland Security’s AI Safety and
Security Board (DHS 2024; Shepardson 2024).

Further, regulatory and industry groups have high interest
because the former is responsible for regulating the environ-
mental impact, while the latter must adhere to the standards
and guidelines set by the former. Practitioners, on the other
hand, might have lower interest as individuals because they
may feel their individual contributions are negligible com-
pared to larger organizational efforts, or what Widder and
Nafus (2023) describe as dislocated accountabilities. How-
ever, because practitioners have the power to have signifi-
cant influence, due to the implications of even the smallest
choices with regard to AI system development and imple-
mentation, it is important to raise awareness among them
and encourage greater involvement and interest in sustain-
able practices.



Discussion: Making Sense of Our Stake(s)
This paper has two intended purposes. First, to be a resource
for computing professionals interested in the sustainability
of AI, but unsure where to begin. We hope our stakeholder
analysis and mapping will support interested professionals
in seeing opportunities for action toward more sustainable
practices by identifying the stakeholder group(s) to which
they belong. Second, to begin a conversation around the sus-
tainability of AI at higher organizational levels, such as aca-
demic conferences and funding bodies, as called for by The-
lisson (2018). Critically, we do not suggest a blanket policy
of our own creation; the goal is for policy entities to recog-
nize what is at stake and develop policy with regard to their
local community, ideally by considering the needs of other
stakeholders, such as marginalized communities.

As noted in Related Work, the third step of stakeholder
methods is usually engagement – convening representa-
tives of the stakeholder groups (Lelea et al. 2014; Leven-
ton et al. 2016) – but we argue that entanglement is per-
haps a better framing than engagement. Entanglement the-
ory has shown up in the adjacent field of human-computer
interaction (HCI) as a method for understanding complex
HCI systems, where numerous variables and actors are inter-
twined and cannot be separated (Frauenberger 2019). Karen
Barad’s notion of agential realism, in which both the mate-
riality of products and the processes by which those prod-
ucts come into being, traces inspiration to a grand example
of complex systems (quantum physics) (Barad 2006). What
entanglement offers us – and which engagement tradition-
ally does not – is acknowledgment that this problem, or the
sustainability of AI, is neither finite (no one convening of
stakeholders will be able to generate a fitting ultimatum) nor
fixed. Said differently, this number of stakeholders and ma-
terials involved will fluctuate (Lisle 2021), as will our un-
derstanding of what is a reasonable resource consumption
by an AI system. This is not, however, an intractable prob-
lem; individual choices, such as the choice of hardware, do
add up over time, given the enormous energy consumption
posed by AI development and production at large.

This sense of fluctuation is unlike sustainability in the tra-
ditional policy sense; for example, consider contamination
levels in drinking water. Once a contaminate is identified
and an unacceptable level agreed upon (e.g., lead), policy
can be enacted and revisited as necessary. However, what
is considered environmentally sustainable will continue to
fluctuate, based on both the complexity inherent to the num-
ber of agents (human and material) involved, as well as the
unabated onward march of developments in AI technology
and practice. While lead has a stable definition and popu-
lar conception, the sustainability of AI does not, nor will
it likely arrive in the near future, despite the immediate
and lasting impacts of its resource usage. As a comparison,
it took more than fifty years for U.S. policy on asbestos
to change (from flexible fire retardant “wonder material”
to serious carcinogen), and major scientific method break-
throughs were needed to provide evidence (Barlow et al.
2017; Castleman 2006). AI, however, has an expedited de-
velopment speed, with major infrastructural shifts occur-
ring at infinitesimal intervals – for example, the transition

from ChatGPT-3 to ChatGPT-4 happened in just a few years
with a significant uptick in environmental footprint (Griffith
2023).

Consider the case of educators in this regard. At any
given time, educators (namely at the university level) may
be part of multiple stakeholder groups: they are policymak-
ers within their courses and research programs, setting lo-
cal regulations for student work like final projects and for
broader research agendas. Each decision they make about
the materials used and conditions set has politics (or, impli-
cations) (Winner 1980). If the professor has a selection of
multiple data center offerings for their research group to use
as core lab infrastructure, they might choose one based on
pricing and geographical proximity, but should also consider
the sustainability of their choice (i.e., whether the data center
is powered by renewable energy). In both the research and
course spaces, they can require proof of scopious literature
review to ensure that experiments or final projects are not
an unnecessary duplication of energy-consuming processes
(e.g., training their own classifier vs. using an existing one).

Both of these scopes also pertain to setting standards for
future computing professionals (research affiliates and stu-
dents) and have a unique chance to imprint best practices
regarding the sustainability of AI. For example, a profes-
sor teaching a course on social computing will reasonably
be faced with students wanting to use AI or ML systems
in their final course project. Here, the professor can sug-
gest that they employ certain mechanisms (e.g., engaging
with energy scorecards and carbon trackers to make sense
of their actions) to best practice responsible AI. Likewise,
a professor of an AI or ML course can impart the impor-
tance of sustainability and environmental resource conser-
vation while also introducing state-of-the-art techniques.

At the same time, this professor may hold a partial ap-
pointment with an industry organization, perhaps for funda-
mental AI research, or hold grants or gifts from such enti-
ties. They can use their positions or resources from these in-
dustry partners to advocate, where possible, for sustainable
development practices, or ensure that resources are respon-
sibly used – for example, by ensuring proper stewardship of
old hardware to more environmentally friendly disposal and
recycling sites, or prioritizing energy efficiency in the pur-
chase of new hardware.

In another complication, a university-level educator may
also hold roles with funding bodies (e.g., U.S. National Sci-
ence Foundation) or research venues, such as AI or ML con-
ferences. Here, there is an opportunity to enact policy at a
forceful level. This work spells out some of the ways in
which professionals in such roles can show consideration
for other stakeholder groups, such as the general public, and
argue for more transparency and sustainability around AI re-
search and practice.

And what about those of us who may not be AI or ML
researchers? Why should we care about the sustainability of
AI? Besides being members of the general public, whether
local or global, even if we don’t live or work near a data
center, the implications of AI use in our field are contribut-
ing to climate change, which in turn will affect us. Said dif-
ferently, even if we (non-AI/ML-focused computing profes-



sionals) do not consider ourselves to be in the practitioner
stakeholder group, we are at least in the general public group
and should take action based on what we know to be the ex-
periences of our peers (e.g., the resource pressure placed on
local communities by data centers). Furthermore, given the
ever-pressing calls to use and integrate AI in other domains,
including other fields of computing research and practice,
it is likely we will be asked to review or otherwise critique
work that makes use of AI and ML methods and systems.
Thus, it is critical that we are equipped with some level of
knowledge that allows us to be thoughtful interlocutors with
such work, and, in particular, with regard to its implications
for sustainability and climate and/or natural resource impact.
Hopefully, this work also provides language and examples to
help professionals whose primary research interest or affili-
ation is not in AI or ML critique these methods when used,
with regard to sustainability and resource consumption.

What does acknowledging the sustainability of AI as an
entanglement problem get us? Throughout this discussion,
there has been not only an emphasis on the need to take ac-
tion (congruent with most stakeholder engagement instanti-
ations) but also on the multi-faceted human and material el-
ements of this problem space. Specifically, the role of com-
puting hardware and infrastructure, both of which have huge
environmental impacts (i.e., graphics cards (Koski 2021;
Griffin 2021) and data centers (Siddik, Shehabi, and Marston
2021)). Unlike traditional use of engagement in stakeholder
methods, entanglement allows us to incorporate these non-
human components as significant participants in the wider
problem space, as an example of intertwined integration, or
when the product of a human-computer interaction cannot
be clearly traced to either party, given that the agency of
the user and computer are deeply intertwined (Mueller et al.
2023). Further, by combining entanglement with stakeholder
methods, we demonstrate that we all, as computing profes-
sionals, play a role (whether relative insider or outsider to
AI practice) with regard to the environmental and, subse-
quently, climate impacts of AI.

Limitations

There are two limitations to this work. The first is that it rep-
resents the stakeholder groups at a snapshot in time. While
we do not anticipate major variance in the immediate fu-
ture, it is not unlikely that this list will fluctuate over time,
particularly as AI systems continue to be the subject of de-
velopment and their ramifications are increasingly felt by all
cross-sections of the global population.

The second is that this work is predicated on a U.S. (and
slightly more broadly North American and European) stand-
point, as well as an English language one, particularly with
regard to popular media reports and examples of local im-
pact. This is not to say that these locales are the only sites
of impact, but rather that they are the ones that we have en-
countered. In part, this standpoint is reflective of the over-
representation of large AI industry players being headquar-
tered in the U.S., but it should not be used to infer that the
U.S. is the only relevant site for discussion.

Conclusion
In this work, we report on a year-long study of the roles and
responsibilities that computing professionals hold with re-
gard to the sustainability of AI systems. Given the immense
environmental cost (through natural resource usage and pol-
lution production) of developing and maintaining AI sys-
tems, whether or not we are direct designers, consumers,
or users of those systems, we should be mindful of their
environmental toll. We first employ stakeholder methods –
namely identification, analysis, and mapping – to sort stake-
holders into five key groups (industry, practitioners, advo-
cacy, regulatory, and general public). We then eschew the
traditional final step of stakeholder methods (engagement)
for entanglement. Our rationale for doing so is to highlight
the unusual speed with which AI developments occur, as
well as the deeply intertwined nature of humans and ma-
chines. By turning to entanglement theory, we recognize that
all computing professionals have the ability to affect the sus-
tainability of AI and a responsibility to do so. We close with
a call for policy and policy bodies that are ongoing, flexible
sites, enabling us to keep pace with the ongoing evolution of
AI systems and products.
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Author Statements
Ethical Considerations
In conducting this work, our focus was on the impacts of AI
on the environment, namely implications for climate change,
as a result of natural resource usage and pollution produc-
tion. This is not to say we are against AI in theory, nor is it
a call to cease the use of AI systems and products entirely.
Rather, we argue that as a community, we should better un-
derstand the implications of the systems we engage with and
re-negotiate our interactions accordingly.

Researcher Positionality
This work was motivated by an interest in the sustainability
of AI, and we approached it from the standpoint of trying
to understand the environmental “costs” (or impacts) of the
development and use of such systems. The first author is an
undergraduate student with an emphasis on computational
ML methods and technologies, the second author is a grad-
uate student researching methods of dataset annotation and
dataset production, and the last two authors are faculty mem-
bers with backgrounds in design and learning sciences. All
authors study and/or work in a computing department at a
large research university in the U.S.



Adverse Impact
The key contribution of this work is not a computational
system, but a way of knowing and understanding an ecol-
ogy. Thus, our insights are, of course, shaped by our own
perspectives. We hope that this work will provide a way to
personalize the reader’s relationship with the sustainability
of AI (if not yet considered). The largest risk we imagine is
overlooking an impacted community or stakeholder group;
however, we are confident that the larger research commu-
nity will address such errors with future work.
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