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Who gets to "do" responsible AI? 

Annabel Rothschild 
She/her 
arothschild@gatech.edu 
www.annabelrothschild.com 
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How'd I get here? 

Liberal arts!

Computing ethics!
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The Crux of AI Ethics 

System accuracy: numerical or social? 

Equality and equity in AI system performance.

4(Borenstein & Howard, 2021; Hagendorff, 2020; Jobin et al., 2019) 



Obtain training 
dataset(s) and use 

them to develop an AI 
system

Check generative or 
predictive performance

It works great! Go to 
market

And then, an auditing 
body or individual 

notices something…

Academic and/or 
media attention 

follows

Product developer(s) 
try to fix the fault

Status Quo for Development of "unsafe" (or, unethical) AI systems

5© Joy Buolamwini, Poet of Code, http://gendershades.org/

https://medium.com/mit-media-lab/the-algorithmic-justice-league-3cc4131c5148
http://gendershades.org/


The Harms of AI Systems are not Abstract 

Two sides of this problem:
1. Our AI systems are faulty along 

cultural or social axes, because "the 
dataset wasn't good enough" or "the 
dataset didn't have enough diversity" .

2. We accept the decisions or 
predictions of these systems as 
incontestable truth.
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What went wrong in facial recognition computer vision systems? 

We had an unsafe dataset.

We need safe datasets.
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Outline for this Talk

1. Who I am, and why I work in computing ethics
2. How AI training datasets get developed—ImageNet example
3. Demonstrating the potential of data annotators' insights and 

experiences
4. Documenting the Status Quo: Understanding how AI dataset 

requesters understand and engage with data workers
5. Datum Fieldnotes: documenting data workers' insights to support 

safe dataset use
6. Future work: the costs of data annotation

8



ImageNet Case Study

J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li and L. Fei-Fei, ImageNet: A Large-Scale Hierarchical Image Database. IEEE Computer Vision and 
Pattern Recognition (CVPR), 2009. 9

How datasets to train or refine 
AI systems get developed



What is ImageNet?

• Started in 2006; periodic 
updates

• 14 million photos of objects 
with labels—utility for 
object-recognition (CV) 
systems

• Labels sourced from 
Princeton's WordNet

• Scrape Goolge Images 
SERP for term, have Turkers 
verify
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Why talk about ImageNet?

11

One of the first major  AI (CV) datasets 
to be assembled with crowdworkers 
(Amazon Mechanical Turkers)
(Tsipras et al., 2020)

Extremely impactful for the 
development of the field of computer 
vision (CV); key benchmarking dataset
(Raji et al. 2021.)

Expensive to build; sticks around
(Northcutt et al., 2021)



The problem(s) with ImageNet
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(Vasudevan et al., 2022); See for yourself: https://labelerrors.com/ 

https://labelerrors.com/


What is the role of crowdsourcing?
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AMAZON MECHANICAL 
TURK

WORKER
('TURKER')

REQUESTER



What workers see when completing an ImageNet AMT task ('HIT')...
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1. Why weren't data workers asked for their impressions, 
concerns, and reflections?

2. Going forward, once we have impressions, concerns, and 
reflections from data workers, how do we record and 
archive this paradata? 

Returning to the harmful, discriminatory, and incorrect labels of ImageNet

This is where my work fits in!
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Pre-processing

Collecting, cleaning, organizing, and standardizing 
data needed to train AI system

In-Processing

Learning algorithm that comprises AI system is 
modified

Post-processing

Predictions generated by AI system are modified

17

Deb Raji
Mozilla

Margaret Mitchell
Ex-Google, Chief 
Ethicist at 
Hugging Face

Alondra Nelson
White House 

OSTP

Kate Crawford
Microsoft

Arvind 
Narayanan & 
Sayash 
Kapoor
Princeton

(D'Alessandro et al., 2017)

My work in the context of R-AI more generally



DataWorks: the conference table model 

18



An ode to the conference table 

19

What did you mean with 
this direction?

What is the data we work 
on being used for? 

This is close but not quite 
there—can you 
readjust...?

Wait, what if we...?



Lara Schenck, Dana Priest, Gabe Dubose, Zajerria Godfrey, Annabel Rothschild, Ben Rydal Shapiro, and Betsy DiSalvo. 2025. “A Window into 
Data Apprenticeship: Developing an Integrated Work-Training Curriculum for Novice Adults”. In SIGCSE TS 2025 (ACM Special Interest Group 
on Computer Science Education).

Critical data literacy: developing dataset auditing skills

• 10 week Critical Data 
Literacy curriculum at 
DataWorks

• 2 modules: non-
computational introducing to 
AI, data preparation skills
• 90 minute sessions: mix of 
short lectures, hands on 
activities, worksheets, and 
creative activities
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* Nicholas Deas, Jessi Grieser, Shana Kleiner, Desmond Patton, Elsbeth Turcan, and Kathleen McKeown. 2023. Evaluation of African 
American Language Bias in Natural Language Generation. https://doi.org/10.48550/arXiv.2305.14291 

Carl DiSalvo, Annabel Rothschild, Lara L. Schenck, Ben Shapiro, and Betsy DiSalvo. 2024. “When Workers Want to Say No: A View into 
Critical Consciousness and Workplace Democracy in Data Work”. Proc. ACM Hum.-Comput. Interact. 8, CSCW1, Article 156 (April 2024)

Critical data literacy in action: AAL* Project

Numerous problems quickly arose:
• There is no singular AAVE — locations matter and express differences 
• The data was sexually suggestive and racist 

The fundamental premise is suspect:
• “Who really wants to be able to identify Black speakers?”
• “It seems like this could be misused in a way that will hurt my community.” 

21

https://doi.org/10.48550/arXiv.2305.14291


Critical data literacy in action: AAL* Project

Data Use Agreement
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*Ashley Boone, Annabel Rothschild, Xander Koo, Grace Pfohl, Alyssa Sheehan, Betsy DiSalvo, Christopher Le Dantec, and Carl DiSalvo. 
2024. “Reimagining Meaningful Data Work through Citizen Science”. Proc. ACM Hum.-Comput. Interact. January 2024. 

Recapping AAL project

Data workers are highly capable of serving 
as dataset auditors, when requesters and 
workers are collaborators.

We also know from citizen science model that this is possible 
in platform based work.*

Now, how do we make collaboration happen at scale?

24



Project 1

How do we build collaborative relationships between 
data work requesters and workers?

Pulling chairs up to the conference table

25



Research questions:
• (RQ1) how do requesters perceive the identity of platform 

workers? 
• (RQ2) what are their views on the workers’ motivations and work 

methods?

26
Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Prox ies: Making Data Work 
Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society).

The Problem with Proxies: understanding the status quo in platform-mediated data work for AI systems



Qualitative Project Design and Timeline 

Final project for Qualitative Methods for HCI 
(GT MS-HCI course) 
• Students want "real world" projects for their portfolios 
• Accrue authentic experience of human factors work (e.g., 

recruiting) 

Two years to conduct this work: starting from course project 
design in August 22, to publishing work in October 24. 

Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Proxies: 
Making Data Work Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 27



Design Interview Protocol <--> Figure Out Who to Talk to 

Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Proxies: 
Making Data Work Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 28

Industry and academic professionals who have:
(1) Used a crowdsourcing platform (e.g., 
Amazon MTurk) to source data work, AND:
(2) that data work was used to train or refine an 
AI system. 

Potential participants were identified by the 
students through:
• Relevant online forums
• Own professional networks
• Course staff's professional networks



Memoing --> Thematic Analysis --> Codebook and Final Analysis 

Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Proxies: 
Making Data Work Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 29



What We Found: Who is requesting these tasks? 

• Mix of commercial (14) and research (38) 
participants 

• Learning habits from co-workers and collaborators, 
search engine links, platform documentation, and 
YouTube 

• Tasks include data annotation & classification, data 
collection, tool or system feedback 

• Platforms ranging from Amazon MTurk to Tokola 
and iMerit 

Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Proxies: 
Making Data Work Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 30



What We Found: Proxies to Establish Worker Identity and Abilities

• Workers as "the general public," but simultaneously 
highly curated by requesters 

• Good data vs bad actors 
• Testing proxies, rather than actual attributes; 

quantification of lived experience and skills 
• Worker identity: English fluency, age, location 
• Aptitude: pre hoc (approval rating, prior task completion), post 

hoc (keyboard interaction, answer pattern, attention check, gut 
reaction, coherence as trust) 

Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Proxies: 
Making Data Work Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 31



What We Found: Proxies vs. Reality

•  FA(C)T(E) notions of reliability and validity (Jacobs 
& Wallach, 2023) 

• Construct reliability (reliable, replicable 
measurement; e.g., 10 vs 10,000 prior tasks) 

• Construct validity (measurements grounded in 
construct, encompass all relevant aspects; e.g., 
worker actually skilled at the task) 

Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Proxies: 
Making Data Work Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 32



Why Do We Care About Proxies?

• Proxies demonstrate lack genuine trust and 
collaboration, which characterize the "conference 
table" model of data work. 

• Without trust and collaboration, data workers as 
auditors is impossible... 

• But there's hope! Requesters want to learn how to 
do this better, and we can build the tools, systems, 
and processes to help them do it! 

• Short term future work (students take note!): pro-
social task design for requesters. 

Annabel Rothschild, Ding Wang, Niveditha Jayakumar, Lauren Wilcox, Carl DiSalvo and Betsy DiSalvo. 2024. “The Problems with Proxies: 
Making Data Work Visible through Requester Practices”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 33



Project 2

Archiving and Documenting Data Workers' 
Auditing Work 

Making a record of conference table conversations 

34



Motivation: Paradata is Critical to Algorithmic Accountability 

That the AI community should “use paradata to create unified reporting models 
that enhance the explainability of algorithms and algorithmic systems” and that" 
packaged data in the form of descriptions and documentation are contextualized 
understandings of work practices and processes.”1

1. Ciaran B. Trace and James A. Hodges. 2024. The Role of Paradata in Algorithmic Accountability. In Perspectives on Paradata: Research 
and Practice of Documenting Process Knowledge, Isto Huvila, Lisa Andersson and Olle Sköld (eds.). Springer International Publishing, 
Cham, 197–213. https://doi.org/10.1007/978-3-031-53946-6_11 

2. Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan, Hanna Wallach, Hal Daumé Iii, and Kate Crawford. 
2021. Datasheets for datasets. Communications of the ACM 64, 12: 86–92. https://doi.org/10.1145/3458723

35

In the electronics industry, every component, no matter how simple or complex, is 
accompanied with a datasheet describing its operating characteristics, test results, 
recommended usage, and other information. By analogy, we propose that every 
dataset be accompanied with a datasheet that documents its motivation, 
composition, collection process, recommended uses, and so on.2

https://doi.org/10.1007/978-3-031-53946-6_11


Datum Fieldnotes Inspiration 

Civic and non-profit (as non tech industry) data workers have novel 
ways of documenting and contextualizing the datasets they work with.* 

*Annabel Rothschild, Amanda Meng, Carl DiSalvo, Britney Johnson, Ben Rydal Shapiro, and Betsy DiSalvo. 2022. ”Interrogating Data Work as 
a Community of Practice”. Proceedings of the ACM on Human-Computer Interaction 6, Article 307 (November 2022) (2022), 29. 36

but sharing datasets—
an essential part of 
contextualization—is 
tricky, particularly 
when it comes to 
annotations. 



Datum Fieldnotes

Paper in preparation: William Eickman*, Mukhlisa Nematova*, Annabel Rothschild, Carl DiSalvo, and Betsy DiSalvo. "Datum Fieldnotes: 
Automating and Archiving Data Workers' Contextualization Practices and Insights". CHI LBW, 2025. 37

Google Sheets add on

Automates micro-
documentation (per datum)

Supports collaboration and 
local expertise



Research Questions

(RQ1) Can we offload the labor of dataset micro-
documentation from data workers? 

(RQ2) How do data workers perform dataset 
contextualization practices in situ (in sheet)? 

“Infrastructural inversion” – bringing background work to the forefront so that you can 
reflect on the social angles of production and the notion of quantification (p. 34) (Bowker 
& Star, 2008) 

38



Design Criteria

39

• Needs to be cheap or free: Google Sheets 
• Civic and non-profits have high staff turnover (Nault, 2020) 
• Build on existing features of accessibility, adaptability, and replicability 

(Shapiro & Oystrick, 2018) 
• Google's existing privacy infrastructure and cloud-hosting (Harmon et al., 

2017) 
• No or little new organizational learning (Benjamin et al., 2018) 
• Ability to share and transfer between organizations (Voida et al., 2011; Erete 

et al., 2016) 
• Log, and in CSV format: 

• Missing data is an ethical issue for civic and non-profit groups (Nault et al., 
2020)

• Operability between different organizations (Davies & Frank, 2013) 
• Losing control of dataset (Darian et al., 2023) 
• Assistive automation (Shapiro & Oystrick, 2018) 
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Sheets default: 
annotation 
(comments) 



41

Sheets default: version history 



Tool version 1: sidebar

42



Tool Version 1: Add Notes

43

Is this actually a valid zip-code? It's 

7 digits?

Is this actually a valid zip-code? It's 7 

digits?



Tool version 1: Log

44



12 interviewees: 7 Data Fellows, 5 civic and non-profit data workers from 
around the United States

Follow the Data1 protocol: use LLM to generate synthetic dataset, 
researchers markup as if colleagues, then ask participants to 
reconstruct a calculation or trace a concern. End with D4D questions.

Major findings: color coding (as visual indicators), need for localized 
definitions for D4D2 terminology, additional security and privacy 
features.

45

Usability testing: Follow the Data protocol

1. Sands, A., Borgman, C. L., Wynholds, L., & Traweek, S. (2012). Follow the data: How astronomers use and reuse data. Proceedings of the 
American Society for Information Science and Technology, 49(1), 1–3. https://doi.org/10.1002/meet.14504901341

2. Timnit Gebru, Jamie Morgenstern, Briana Vecchione, Jennifer Wortman Vaughan, Hanna Wallach, Hal Daumé Iii, and Kate Crawford. 
2021. Datasheets for datasets. Communications of the ACM 64, 12: 86–92. https://doi.org/10.1145/3458723

https://doi.org/10.1002/meet.14504901341


Tool version 2: custom attention call
46



Tool version 2: robust D4D

47



Datasheets for Datasets (D4D) Focus Group 

Five participants (Data Fellows) 
How do you talk about data? 

Findings: 
• "Pre-processing" collapses several distinct data labor 

types into one 
• Dealing with harmful or anxiety-provoking content cannot 

be made universal 

48



Additional Suite of Learning Resources 

49
See more: https://dataworkforce.gatech.edu/datum-fieldnotes/ 

https://dataworkforce.gatech.edu/datum-fieldnotes/


Future Work

Human-AI collaboration around 
the conference table 

50



The Content Moderation Problem 

• We can ask data workers about how they performed a 
task, but we can't do the same for computational (AI) 
approaches... 

• However, human-AI collaboration can offload some of the 
difficulties of data annotation. 



What are the costs of data annotation across different methods? 

Grace Kim, Annabel Rothschild, Carl DiSalvo, and Betsy DiSalvo. 2024. “What’s Your Stake in Sustainability of AI?: An Informed Insider’s 
Guide”. AIES (Conference on Artificial Intelligence, Ethics, and Society). 

• Paying a fair wage
• Opportunities for professional growth
• Financial cost

• Paying a fair wage
• Constructing tasks correctly to 

ensure feedback mechanisms
• Creating labor conditions that are 

pro-social

• Environmental harms
• Auditing for perspective
• How to balance need for human 

review

52



The Underappreciated Potential for Data Workers as Dataset Auditors 

Building safe datasets requires partnering with the people 
who know and can best contextualize dataset entries in the 
wider socio-technical world. 

My work: 
(1) Partnering with data workers to channel their observations 
and feedbacks into dataset audits, resulting in safe datasets. 
(2) Building tools and processes for the formalization of 
dataset audits by data workers. 

54



Conclusion

The value of safe dataets?

55

Priceless!



With Many Thanks
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DataWorks Fellows past and present, especially Dana Priest, 
Justin Booker, and Christa Davoll.
Advisors (Drs. Betsy DiSalvo, Carl DiSalvo), collaborators (Lara 
Schenk, Dr. Ben Rydal Shapiro), dissertation committee (Drs. 
Lauren Klein, Ding Wang, Richmond Wong, Ellen Zegura, Shaowen 
Bardzell).
Student collaborators and mentees: Will Eickman, Grace Kim, 
Mukhlisa Nematova.
Financial support from: NSF, Google, Mellon Foundation, Kapor 
Foundation Dissertation Fellowship.

Special thanks to Catherine Wieczorek for design assistance.
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