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Abstract
The massive datasets used to train AI models frequently contain
offensive and harmful entries that are only caught during the sys-
tem’s later performance. The data workers who curate such datasets
are experts in datasets’ contents, but silenced by horrible labor con-
ditions and lack of respect by their employers. In my dissertation, I
study how to build 1) workplaces, 2) workflows, and 3) tools to elicit
and embrace data workers’ observations in dataset development.
My goals are creating datasets safe to use to train AI systems and
developing a more pro-social data labor paradigm.

CCS Concepts
• Human-centered computing→ Ethnographic studies.
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1 Introduction & Background
AI and ML systems are increasingly ubiquitous, with recent ad-
vances in LLMs and image generators, such as OpenAI’s ChatGPT
and DALL·E, creating new urgency in future of work conversations
[1, 6, 8, 11, 15]. My work explores how the massive datasets used
to train these systems, collected and curated by a global workforce
of data workers, come into being. Specifically, I examine what the
perspective and lived experience of a data worker contributes
to the data labors they perform.

The perspectives of data workers who build the datasets for
data-intensive systems, such as AI and ML systems, frequently goes
unappreciated. Data workers have a unique on-the-ground view
of the dataset and how it has been designed and developed, given
that they are the executors of this work. Many of the problems
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we see with “biased” AI and ML systems can be traced back to
issues with the dataset on which the system was trained. Consider
the case of ImageNet, one of the most impactful computer vision
(CV) benchmarking datasets to have been developed, facilitated by
the labor of Amazon Mechanical Turk (AMT) workers (Turkers)
[3]. The labels Turkers were offered to label images were based
on WordNet [10], which has been in wide circulation since 2011.
These labels, as demonstrated by Prabhu & Birhane, included terms
that are offensive and not safe for work (NSFW), along with a
host of nonconsensual pornographic terms [2]. Did the Turkers
who annotated ImageNet’s entries come across these terms? Could
they have alerted the ImageNet designers to problems with the use
of WordNet labels before ImageNet became a critical benchmark
dataset for CV systems?

Having seen the role that data workers equipped with CDL can
play in positively shaping datasets, both in technical detail and
sociocultural premise, I believe that building healthier, most pro-
social AI and ML systems begins with intellectual partnership with
data workers in dataset creation and development. My work is
motivated by the role that data worker perspective can play when
data workers are empowered to practice critical data literacy (CDL),
as I observed during my ethnographic fieldwork with DataWorks,
a combined work-training program, data services provider, and
research platform [4]. CDL goes a step beyond regular data literacy,
which refers to a skillset for reading and understanding data statis-
tics and data visualizations [9]. In addition to those skills, practicing
CDL requires developing a critical consciousness [5], in the tradition
of Paulo Freire [16], which means being able to question how these
data summaries were arrived at, what might be behind the motiva-
tion for their creation, and whom they benefit. Finally, to practice
CDL also requires a workplace that supports this critical practice,
namely in the form of encouraging workers to speak up and out
about problems or concerns they have with dataset development.

My overarching research question (RQ) is: what is the role of
perspective in data work, and how can we incorporate the perspec-
tive of data workers as partners in dataset contextualization? My
consequential work answers three subquestions:

• RQ1: why do we need better contextualization practices
in data work, and what is the current state of data work
annotation practices?

• RQ2: what is the relationship between critical data literacy
and properly localized AI and ML systems?

• RQ3: how we can collect and integrate more varied perspec-
tives to relocate our AI and ML systems?

Anticipated contributions:My work facilitates the develop-
ment of healthier, more pro-social AI and ML systems. My com-
pleted and in-progress works are situated in critical data studies,
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with an emphasis on building out approaches to the integration of
worker perspective in datasets in large-scale dataset development
sites.

2 Completed Work
My completed work falls into two categories: building workplaces
and workflows to support the integration of data workers’ CDL
and perspective into the datasets they work with.

2.1 Study 1: Why we need CDL-supportive
workplaces

I have explored the experiences of civic and nonprofit workers who
perform data work as a large part of their job, but do not identify
as data scientists or data analysts [13]. For example, an affordable
housing policy expert who works at a nonprofit and spends their
days analyzing housing open datasets. Faced with limited time and
often little budget, our interlocutors developed extensive processes
of collaboration, oftenwith individuals in other departments or even
organizations. Further, they found creative and meaningful ways
to get “close to the source” of data collection (namely, those who
collected the data) when they saw data points that were surprising
or potentially low quality. Performing this labor of collaboration
and contextualization is critical for responsible AI, and it is work
done best not by data scientists or AI architects, but by data workers
and domain experts.

2.2 Study 2: Building CDL-rich workplaces to
support data work as a profession

We have designed DataWorks to be such a democratic workplace,
in which the Fellows have say over what projects they will work on
and are encouraged to bring their lived experience and perspective
as tools of the trade [7]. In DiSalvo et al. [4], we trace the effects of
a CDL course I designed and taught at DataWorks on an enusing
client project. The Fellows used their lived experience and critical
perspective to change the way the dataset was constructed, funda-
mentally improving the the resulting dataset in the client’s own
perspective.

2.3 Study 3: Reporting on the status-quo of data
annotation tasks beyond DataWorks

Designing workflows—or actual request for and submission of data
work tasks—is considered an open problem, given the frequent (per-
platform specific) lack of clarity around quality of work performed
[14]. This lack of transparency creates an unequal power balance
between workers and requesters. Workers are thus not inclined to
trust requesters, resulting in task submissions that are low quality
or even fraudulent. This further degrades the working relationship.

Upsetting this power imbalance and building trust relationships
between workers and requesters requires increasing transparency
on the part of requesters. I have studied how requesters of datasets
to be used for training AI systems understand the workers who cre-
ate and curate those datasets [14]. Among the concerning practices
we discovered, requesters use proxies, or empirical tests they believe
to ascertain the labor quality of potential workers, as well as verify
the task submissions of workers. For example, requesters trace the

IP address of workers to verify that they are located in a particular
place, even though they know workers can spoof IP addresses with
VPNs. Proxies are essentially workarounds for establishing genuine
trust relationships between workers and requesters.

2.4 Study 4: Creating transparent & pro-social
data work tasks on crowdworking platforms

As part of the critical data literacy course I taught at DataWorks,
several of the Fellows tried working on major data work platforms,
including AMT. Unlike other studies of how these platforms could
be improved, our study is co-authored and co-constructed by work-
ers who have seen alternatives, namely, DataWorks [12]. Combined
with the DataWorks operating structure, the experience of being in-
vited to share impressions and opinions, as well as the open-ended
nature of the engagement (discussion took place over multiple ses-
sions), the Fellows were not constrained in time nor imagination
in considering what a transparent, pro-social data work request
looks like. We found that common practices of requesters obscur-
ing their identity – e.g., through use of pseudonyms for requester
profile names – while simultaneously demanding deeply personal
information from their workers was a prominent cause of distrust.
To enhance trust, it appears requesters will need to earn worker
disclosure by sharing their own identity and affiliations, which goes
against current requester practices.

3 Work in Progress — Study 5: Tools to support
data documentation and inquiry in-situ

Inspired by both observations at DataWorks, and by our findings of
civic and non-profit data workers’ impressive documentation and
reconciliation practices, I am developing Datum Fieldnotes. This
Google Sheets add-on supports these data contextualization prac-
tices for spreadsheet-based work. Datum Fieldnotes thus facilitates
documentation of data work in settings, like civic and non-profit
ones, with fluctuating resources and personnel, as well as support-
ing data contextualization more broadly through notes integrated
with the dataset itself. The tool is designed to automatically track
changes at the cell level in an easily-queryable tab (the “log”), within
the existing spreadsheet. Further, the tool allows users to mark up ei-
ther individual changes or values with notes, which, unlike Google
Sheet’s inbuilt comment functionality, can be highlighted with cus-
tom colors (corresponding to types of concerns) and are copied to
the log. The log thus also functions as metadata for the dataset itself,
and a series of educational materials we’ve developed show how to
use the log to better understand the dataset itself. These function-
alities allow data workers to document any concerns or questions
they may have about a dataset, as well demonstrate a record of
their work for the purpose of professional career experience.

4 Goals for Doctoral Consortium
Having started my PhD during the pandemic, I have not much
chance to interact with either peer or senior scholars outside of
my institution. I look forward to getting fresh perspective on my
work, as well as critical feedback on the data tool I am developing,
since the bulk of my work thus far has been ethnography-based,
as opposed to artifact creation. I hope, in particular, to get feed-
back from other GROUP scholars concerned with practice-oriented
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work and in-situ workplace studies, particularly for often over-
looked groups, such as civic and non-profit organizations. I hope
that I can add my perspective as both of a developer and critic of
data annotation & data-intensive systems in the workplace to the
GROUP Doctoral Consortium, as a site of knowledge sharing and
collaborative critique.
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