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Avant-propos

A la surface du globe terrestre, les roches qui composent la lithosphère sont soumises
à des forces tectoniques en raison du mouvement relatif des plaques qui la com-
posent. Sous l’effet de ces forces tectoniques les roches se déforment et accumulent
de l’énergie élastique. Dans les conditions relativements basses de température et de
pression qui charactérisent la partie supérieure de la croûte terrestre, les roches finis-
sent par libérer cette énergie élastique en se fracturant. Ce processus de fracturation
se traduit par la production de failles qui permettent la localisation de la déforma-
tion. Sous l’effet du chargement tectonique, la déformation qui s’accumule sur les
failles peut-être relâchée de façon lente et stable ou bien rapide et instable. Ce dernier
cas correspond à une libération brutale de l’énergie élastique accumulée et constitue
par définition ce qu’on appelle un séisme ou tremblement de terre. En comparaison
de l’échelle de temps sur laquelle s’opère l’accumulation des contraintes tectoniques
(de l’année au millier d’années), cette libération d’énergie s’opère sur une période
extrêmement courte allant de la seconde à quelques minutes. Sur les plans de faille,
un séisme peut donc être conceptualisé comme la frontière entre deux équilibres mé-
caniques :
- Etat pré-sismique: précédant la nucléation du séisme au cours duquel la faille est
bloquée et l’énergie s’accumule dans les roches.
- Période co-sismique: qui commence par une période de nucléation après laquelle
un front de rupture (détachement) se propage le long du plan de faille ce qui a pour
conséquence de permettre le glissement et de libérer l’énergie élastique accumulée.
Une fraction de cette énergie est libérée par la génération d’ondes sismiques.
Mise à part les marqueurs des failles en surface, nous n’avons pas accès à ces dernières
et nous sommes donc dans l’impossibilité d’y installer des systèmes de mesure pour
déterminer leur dynamique et leurs propriétés physiques. Les ondes sismiques
générées pendant les phases de nucléation et de glissement sismique sont, en quasi-
totalité, responsables des dégâts humains et matériels mais constituent également
un des principaux vecteurs d’information de la dynamique des tremblements de
terre. Dans la lithosphère terrestre, l’hétérogénéité des conditions de pression, de
température, de lithologie, de présence de fluide, de chargement et de contexte tec-
tonique est à l’origine de la complexité du comportement mécanique des roches. Au
cours de cette thèse, nous avons reproduit des séismes en laboratoire, ce qui nous
a permis d’explorer deux grandes thématiques : (i) la caractérisation des signaux
précurseurs de la rupture sismique pendant la phase de nucléation et (ii) l’origine
des ondes sismiques « hautes-fréquences » pendant le glissement sismique. Pour ce
faire, nous avons utilisé deux types de roches constitutives de la croûte terrestre : le
granite de Westerly et du Gabbro d’Inde.
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Chapter 1

Introduction

1.1 Distribution de la sismicité mondiale et sismogénèse

En janvier 1912, Alfred Wegener expose sa théorie de la dérive des continents. La
surface du globe serait composée de plaques tectoniques dont les positions relatives
varieraient au cours des temps géologiques. A cette date, nos observations étant
restreintes aux continents, notre connaissance de la dynamique interne de la Terre,
notamment des mouvements convectifs à large échelle qui existent dans le man-
teau supérieur, était encore embryonnaire et ardemment débattue. L’hypothèse pro-
posée par Alfred Wegener fût donc rejetée, majoritairement en raison de l’absence
d’explications convaincantes quant au moteur de la tectonique des plaques. Il fal-
lût attendre les années 60 et la découverte des anomalies magnétiques du plancher
océanique pour que la théorie de la tectonique des plaques commence à faire con-
sensus. Alfred Wegener aurait obtenu un argument de taille si en 1912 la répartition
de la sismicité mondiale avait été autant détaillée qu’actuellement.

La répartition des séismes (Figure 1.1) n’est en effet pas aléatoire à la surface du
globe et se concentre aux frontières entre les plaques tectoniques. Plus précisément,
la sismicité y est d’autant plus intense que les vitesses relatives à l’interface entre
deux plaques est élevée (Ide and Aochi, 2013), si bien que c’est au niveau des zones
de subduction, où les conditions de température et pression favorisent de plus un
comportement de type « fragile » des roches et une déformation localisée à plus
grande profondeur, que la majeure partie de la sismicité terrestre est dissipée.

En fonction des conditions P-T (pression et température) et de la vitesse de défor-
mation, différents mécanismes de déformation peuvent coexister. On parlera de mé-
canismes de types « fragiles », ou bien de mécanismes de types « ductiles » ou «
plastiques ». A relativement basses conditions P-T, les roches soumises à une dé-
formation accumulent de l’énergie élastique (par analogie avec un ressort que l’on
comprimerait ou que l’on étirerait) et libérent cette énergie de manière fragile. Le
comportement « fragile » des roches se caractérise par une déformation accomodée
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FIGURE 1.1: Sismicité mondiale de 1904 à 2014 pour les magnitudes
Mw > 5.5. L’échelle de couleur renseigne sur la profondeur et la taille

des symboles sur la magnitude. (https://www.irsn.fr).

localement par glissement sur un ou plusieurs plans de faiblesse macroscopiques
qui résultent de la formation et de la coalescence de fissures. Les failles naturelles en
sont l’illustration.

La localisation de la déformation sur les failles est précédée par un pic de résistance
du matériau qui se traduit par un pic de contrainte cisaillante. Dans le cas présent, on
parle d’approche type « Mohr-Coulomb », c’est-à-dire, où la résistance à la rupture
d’un matériau est proportionnelle à la contrainte normale qui s’y applique. Ce rap-
port de contrainte au moment de la rupture définit le « coefficient de friction statique
», nous reviendrons un peu plus tard sur cette notion. Avec l’augmentation de la pro-
fondeur dans la lithosphère terrestre, la température et la pression augmentent ce qui
d’un point de vue mécanique se traduit par la transition d’un comportement fragile
et d’une déformation localisée des roches à un comportement ductile et une défor-
mation diffuse. Lorsque la pression augmente, les fissures n’ont plus la possibilité de
coalescer pour former une fracture macroscopique et localiser la déformation. Inter-
viennent alors d’autres processus de déformation à l’échelle intra-cristalline comme
des mouvements de dislocations. Notons que ce type de ductilité résulte également
en une déformation macroscopique. Ce dernier cas est couramment observé dans la
plupart des roches (Tullis and Yund, 1992; Wong et al., 1997; Schubnel et al., 2006;
Schubnel et al., 2007). L’augmentation de la température a également pour effet de

https://www.irsn.fr
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permettre l’activation de processus de déformation de type ductile comme des mou-
vements de dislocations ou de défauts cristallins (Griggs, 1960). Le comportement
rhéologique des roches est également fonction de la vitesse de déformation. Plus la
température est élevée et la vitesse de déformation lente, plus la contrainte néces-
saire pour induire une déformation est faible. De manière générale, la transition du
domaine fragile au domaine ductile induit une diminution de la contrainte néces-
saire pour déformer les roches (Brace and Kohlstedt, 1980).

Nous pouvons donc à présent mieux comprendre l’extension spatiale de la zone
sismogénique (zone dans laquelle on enregistre des séismes) d’une zone de subduc-
tion (Figure 1.2) ou d’une faille en règle générale. A faible profondeur, les régions
bloquées ou « couplées » des plans de faille libérent l’énergie élastique accumulée
de manière brutale lors de glissements localisés, instables et sismiques. L’activation
des mécanismes ductiles se fait ensuite en augmentant la pression et la température
et permet une accommodation diffuse dans le temps et dans l’espace de la déforma-
tion. Shimamoto (1989) a montré que cette transition fragile-ductile n’est pas abrupte
et se fait graduellement depuis un domaine fragile, fragile-ductile et puis enfin to-
talement ductile. Notons que la limite basse de la zone sismogénique se situe aux
alentours des isothermes 350 et 450 ◦C qui correspondent aux températures de tran-
sition fragile-ductile de la majorité des minéraux de la croûte terrestre, notamment
le Quartz.
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1.2 Cycle sismique et phases précurseurs.

1.2.1 Cycle sismique et statistiques des séismes.

Sur de grandes échelles de temps et d’espaces, les séismes se regroupent pour former
des cycles. La quantité d’énergie libérée par un séisme peut, d’un évènement à un
autre, varier de plusieurs ordres de grandeur et est quantifiée par sa magnitude.
L’échelle de magnitude la plus couramment utilisée est la magnitude de moment Mw

introduite par Kanamori (1977). Cette échelle empirique utilise le moment scalaire
sismique M0 qui est une mesure exacte de l’énergie libérée par un séisme et qui a été
proposé par Aki dans son article fondateur de 1967 (Aki, 1967). Dans le cas d’une
faille dont la déformation est purement cisaillante (i.e. sans ouverture) le moment
scalaire sismique M0 s’exprime comme:

M0 = µDS (1.1)

avec µ, D et S le module de cisaillement du milieu, le glissement statique final, et la
surface de faille. La magnitude de moment Mw est une fonction logarithmique de
M0 tel que:

Mw = (log10(M0)− 9.1)/1.5 (1.2)

Charles Francis Richter et Beno Gutenberg (Gutenberg and Richter, 1956) proposèrent
une loi statistique de la distribution des magnitudes des séismes au cours des cy-
cles successifs. Cette loi appelée loi de Gutenberg-Richter est une loi purement em-
pirique et fournit la relation suivante:

log10(N(M)) = a− b(M) (1.3)

avec N(M) le nombre de séismes observés pour une magnitude supérieure à M. Les
paramètres a et b ont des significations très différentes, a est une mesure du taux de
sismicité alors que b quantifie le rapport entre petits et grands séismes. Sur de larges
échelles de temps et d’espace, la valeur de b observée se situe autour de 1. Con-
crètement, cela signifie qu’à chaque incrément de magnitude, le nombre de séisme
observé est diminué par 10. Les valeurs des coefficients a et b peuvent toutefois sen-
siblement varier d’une région à une autre et au cours du cycle sismique. Actuelle-
ment, la vision que l’on a du cycle sismique fait la distinction nette entre trois phases
:

• Phase intersismique.

• Phase cosismique.

• Phase post-sismique.
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Pendant la phase intersismique, les contraintes s’accumulent sous l’effet du charge-
ment lent tectonique. Pendant la phase cosismique, l’énergie est brutalement relâchée
lors du séisme, une partie est radiée sous forme d’ondes. Et enfin la phase post-
sismique, durant laquelle les contraintes résiduelles au voisinnage et à l’intérieur
du plan de rupture sont relaxées, ou ré-homogénéisées. C’est dans son papier fon-
dateur de 1894 (Omori, 1894), que Fusakichi Omori mît en lumière l’existence de
la phase post-sismique sur la base des observations sismologiques des séismes de
Kumamoto (1889), de Mino-Owari (1891) et de Kagoshima (1893). Pendant la phase
post-sismique, le taux de sismicité est initialement élevé et décroît comme l’inverse
du temps (Omori, 1894):

N(t) =
K

c + ∆t
(1.4)

avec N(t), le taux de sismicité à la suite d’un séisme, K la productivité, c une con-
stante et ∆t le temps de séparation du séisme (i.e., ∆t = t − toc avec toc le temps
d’occurrence du séisme). L’accumulation des observations sismologiques a cepen-
dant permis de mettre en évidence la variabilité de cette loi selon les régions ou la
magnitude des séismes, ce qui conduit Utsu (1961) à proposer une version général-
isée de (1.4) :

N(t) =
K

(c + ∆t)p (1.5)

avec p un exposant qui en moyenne varie entre 0.7 et 1.5. Ce que traduit simplement
la « loi d’Omori » c’est que chaque séisme donne naissance à une suite d’autres
séismes. On définit le séisme principal comme le « choc principal » et les séismes
qui le suivent comme des « répliques ». La loi d’Omori est initialement une loi pure-
ment observationnelle et non phénoménologique.

Les répliques, par définition, ont des magnitudes inférieures au choc principal. Mais
que se passerait-il si une réplique devait avoir une magnitude supérieure au choc
principal ? La réplique ne serait plus alors considérée comme telle mais comme le
choc principal et le choc principal deviendrait ce qu’on appelle un précurseur ou «
pré-choc ». Nous arrivons là à un sujet majeur en sismologie : celui des signaux pré-
cuseurs de l’occurrence du choc principal. Papazachos (1973) fût le premier à faire
l’observation qu’à l’approche du choc principal, le taux de sismicité croît également
comme une loi de puissance du temps. Cette loi empirique fût clairement établit
quelques année plus tard par Kagan and Knopoff (1978) et Jones and Molnar (1979)
et est par analogie avec (1.5) :

Ni(t) =
Ki

(ci + ∆t)p,i (1.6)
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avec Ni(t) le taux de sismicité à l’approche du choc principal, Ki la productivité, ci

une constante temporelle et ∆t le temps qui sépare du choc principal. Un choc prin-
cipal ainsi que les précurseurs et les répliques associées forment alors une famille
au sein du cycle sismique (Figure 1.3). Dans le cas des précurseurs on parlera de «
loi d’Omori-inverse » (éq 1.6) et dans le cas de répliques on parlera de « loi d’Omori
directe » (éq 1.5). La loi d’Omori directe et la loi d’Omori inverse montrent toutefois
des différences significatives :

• Contrairement à la loi d’Omori direct, la loi d’Omori inverse émerge lorsque
suffisamment de séquences de précurseurs sont synchronisées sur le temps
d’origine du choc principal et additionnées.

• La loi d’Omori inverse est généralement observée sur des échelles de temps
relativement courtes allant de quelques semaines à quelques mois en compara-
ison de la loi d’Omori direct qui peut s’observer à l’échelle de plusieurs années
voire dizaines d’années pour les plus gros séismes (Lange et al., 2017).

• Pour un même séisme, l’exposant de la loi d’Omori inverse est toujours in-
férieur à l’exposant de la loi d’Omori directe (Kagan and Knopoff, 1978; Davis
and Frohlich, 1991; Utsu and Ogata, 1995; Helmstetter and Sornette, 2003b).

• La distribution des magnitudes des précurseurs est différente de celle des ré-
pliques (Papazachos et al., 1967; Jin-Biao and Bai-Lin, 1978; Knopoff and Ka-
gan, 1982), bp < br avec bp et br la pente de Gutenberg-Richter des précurseurs
et des répliques respectivement.

La loi d’Omori inverse ainsi que les spécificités des précurseurs peuvent simplement
être expliquées par un modèle statistique, modèle uniquement basé sur les deux lois
empiriques que sont la loi de Gutenberg-Richter et la loi d’Omori directe. Ce modèle
appelé « modèle ETAS (Epidemic Type Aftershock Sequence)» fût pour la première
fois introduit par Ogata (1988) et fût modifié et complété par la suite (Ogata et al.,
1996; Helmstetter and Sornette, 2002b; Helmstetter and Sornette, 2002a; Helmstetter



1.2. Cycle sismique et phases précurseurs. 7

et al., 2003a; Helmstetter and Sornette, 2003b; Helmstetter et al., 2004). Helmstetter
and Sornette (2003b) utilise un modèle type ETAS qui pose les quatre conditions
suivantes :

• Le taux de sismicité ou « sismicité de fond » suit une distribution de poisson
homogène telle que décrite par la loi de Gutenberg-Richter (éq 1.3).

• Chaque séisme de magnitude M donne naissance à une famille de réplique
selon la loi d’Omori directe (éq. 1.5) et dont les magnitudes sont distribuées
selon la loi de Gutenberg-richter. Une réplique peut donc mener à une famille
d’autres répliques et qui à leur tour donneront naissance à des familles de ré-
pliques et ainsi de suite.

• La productivité K de la loi d’Omori directe est une fonction de la magnitude
du choc principal et est décrite par une loi de puissance tel que K(M) ≈ k(Ma)

avec k et a des constantes qui dépendront principalement de la valeur b donnée
par la pente de la loi de Gutenberg-Richter.

• Les magnitudes des répliques ne sont en aucun cas bornées par la magnitude
du choc principal.

Cette dernière condition est un point essentiel du modèle car elle n’exclue pas la pos-
sibilité statistique que la magnitude d’une réplique puisse être supérieure à celle du
choc principal. En conséquence, l’existence de la loi d’Omori inverse dérive statis-
tiquement de la loi d’Omori directe : chaque séisme est précédé par une activité
sismique, mais, en moyenne, cette activité sismique doit accélérer pour être statis-
tiquement compatible avec l’occurrence du choc principal. En d’autres termes, la
probabilité d’un évènement sismique augmente à l’approche du choc principal. Les
modèles statistiques sont généralement critiqués car ils n’ont pas comme objectif
de caractériser, de discriminer ou d’attester les potentiels mécanismes et processus
physiques qui régissent l’objet d’étude. Ils fournissent cependant des arguments
pour juger de la pertinence statistique de modèles phénoménologiques construits
sur la base d’un nombre d’observations limitées. De plus, l’existence statistique de
la loi d’Omori inverse n’exclut pas la possibilité que les précurseurs s’intègrent dans
un processus de nucléation indicatif sur le temps d’occurrence, la localisation et la
magnitude du choc principal (Helmstetter and Sornette, 2003b).

Du point de vue théorique, différents modèles phénoménologiques ont exploré l’origine
des précurseurs, quelles en étaient les potentiels forçages extérieurs. Nous en don-
nons ici quelques exemples. Yamashita and Knopoff (1989) ont proposé que les
précurseurs soient des marqueurs de la propagation de nouvelles fractures et de leur
coalescence (cf. section 1.1) à l’approche de la rupture principale. Similairement,
Sornette et al. (1992) ont proposé que les précurseurs soient la conséquence de la
réactivation de fractures préexistantes à l’approche de la rupture principale. Dodge
et al. (1996) proposèrent que les précurseurs reflétent les ruptures de petites aspérités
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forcées par l’initiation du glissement qui s’opérerait lentement avant de se propager
dynamiquement. D’autres études (Abercrombie and Mori, 1994; Mori, 1996; Kilb
and Gomberg, 1999) ont également souligné la possibilité que les précurseurs soient
dus à un processus de déclenchement en cascade par transfert de contrainte statique.

1.2.2 Modèles conceptuels de l’origine des précurseurs.

Encore aujourd’hui les processus physiques moteurs des précurseurs ne font pas
consensus, bien que deux modèles semblent s’imposer : le modèle de glissement
asismique et le modèle de déclenchement en cascade.

Déclenchement des précurseurs par glissement asismique :

Le modèle de glissement asismique prévoit que les précurseurs sont la conséquence
de la rupture de zones bloquées et chargées par l’intermédiaire d’un glissement tran-
sitoire, lent et asismique dans la région avoisinante. Ce phénomène de glissement
transitoire ou « glissement lent »a été observé dans différentes régions; le long des
plans de subduction au Japon (Obara et al., 2004), aux Cascades (Rogers and Dragert,
2003), au Mexique (Payero et al., 2008), au Costa Rica (LaBonte et al., 2009), ou encore
en Californie dans la partie profonde de la faille de San Andreas (Nadeau and Do-
lenc, 2005). Ces glissements lents peuvent s’étaler sur plusieurs semaines ou mois, se
propager sur plusieurs dizaines de kilomètres et produire un glissement de l’ordre
du centimètre. En raison de leur faible vitesse de propagation (i.e. vitesse de rup-
ture), les glissements lents n‘émettent pas d’ondes sismiques détectables.

Les mesures GPS (Global Postioning System) sont actuellement le moyen le plus fi-
able de détecter ces phénomènes transitoires. Le développement ces 15 dernières
années de réseaux GPS en enregistrement continu a démontré que les glissements
lents sont des phénomènes courants, particulièrement dans les zones de subduc-
tion, et qu’une fraction significative de la déformation accumulée pourraient être
relaxée pendant ces glissements transitoires, lents et donc non dommageables (Peng
and Gomberg, 2010). Les réseaux GPS ne sont cependant pas systématiquement en
mesure de capturer les glissements lents du fait d’une mauvaise couverture spatiale
ou bien d’une trop faible sensibilité instrumentale. Les observations sismologiques
ont mis en évidence que les glissements lents étaient souvent couplés à d’autres
processus comme les séismes « basse fréquence » (Shelly et al., 2006), les séismes «
très basse fréquence » (Obara and Ito, 2005), les tremors non volcaniques (Rogers
and Dragert, 2003), les essaims sismiques (Wicks et al., 2011) et les séismes répéti-
tifs (Bouchon et al., 2011). Tous ces processus ont probablement en commun leur
moteur qui est le glissement lent lui-même. Notons que le premier glissement lent
détecté remonte à 1960, lorsque Steinbrugge et al. (1960) enregistrèrent la succession
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de quatre phases de glissement asismique en Californie.

Pendant la phase d’initiation de plusieurs séismes de larges magnitudes, une cor-
rélation spatiale et temporelle entre glissement lent et séquence de précurseurs a
été établit. C’est le cas du séisme Mw 9.0 en 2011 de Tohoku au Japon (Kato et al.,
2012, figure 1.4), du séisme Mw 7.6 en 1999 de Izmit en Turquie (Bouchon et al.,
2002), du séisme Mw 7.3 en 1992 de Landers en Californie (Dodge et al., 1995) ou
encore du séisme Mw 8.2 en 2014 de Iquique au Chili (Kato et al., 2016). Une étude
menée par Bouchon et al. (2013) a permis de montrer sur la base d’une comparai-
son de 31 séismes localisés aux frontières de plaques et de 31 séismes intra-plaques
que l’accélération de la sismicité dans les semaines/jours précédant l’occurrence des
séismes était significativement plus prononcée dans le cas des séismes inter que
intra-plaques. Les failles aux contacts de plaques distinctes sont sujettes à des taux
de déformation significativement plus élevés que les failles contenues à l’intérieur
d’une seule et même plaque. Cette dernière étude argumente donc en faveur de la
propagation d’une zone de glissement asismique pendant la phase d’initiation de la
nucléation comme moteur des précurseurs. De plus, le modèle de glissement asis-
mique acte en faveur des observations expérimentales qui ont formellement établit
que l’initiation de la rupture est toujours précédé par la propagation quasistatique
d’un glissement asismique (Dieterich, 1992; Ohnaka, 2003; McLaskey and Kilgore,
2013; Latour et al., 2013). Notons que les séismes sont des processus physiques auto-
similaires, ce qui traduit que le glissement final est directement proportionnel à la
magnitude (nous le verrons plus en détail dans la section suivante).

D’un point de vue théorique (Perfettini et al., 2003; Fukuyama et al., 2003) et ob-
servationnel (Tinti et al., 2005; Cocco et al., 2009) , le glissement final est égale-
ment positivement corrélé avec la taille de nucléation que l’on définit comme la
taille critique au-delà de laquelle une zone de glissement asismique accélère et se
propage dynamiquement (nous reviendrons sur cette notion dans la dernière partie
de cette introduction). Par conséquent, plus la magnitude d’un séisme est élevée,
plus l’étendue du glissement asismique le sera aussi, ce qui semble être confirmé
par les observations de terrain (Dodge et al., 1995) et les observations faites en labo-
ratoire (Acosta et al., 2019).

Déclenchement des précurseurs par transfert de contrainte statique :

Le modèle dit de « modèle en cascade » prévoit que les précurseurs se déclenchent
les uns à la suite des autres par transfert de contrainte statique. Notons que c’est
généralement ce modèle qui est privilégié dans les modèles statistiques types « ETAS
» (Helmstetter and Sornette, 2003b). Le principe est très simple : suite à la rup-
ture sur un plan de longueur arbitraire L les contraintes statiques sont modifiées au
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FIGURE 1.4: Corrélation entre glissement asismique et nucléation.
a. Migration de la sismicité dans le mois précédant la nucléation
du séisme de Tohoku (03 mars 2011, Mw9.0). Les « repeaters »
(séismes répétitifs) sont reportés en rouge et soulignent la propaga-
tion d’un glissement asismique. b. Surface de rupture du séisme de
Tohoku, glissement cosismique et précurseurs sismiques. L’épicentre
du séisme de tohoku est indiqué par l’étoile noire (extrait de Kato et

al., 2012)

voisinage du plan. Ce transfert de contrainte est couramment appelé « transfert de
contrainte de Coulomb » et est exprimé au voisinage du plan de rupture par :

∆σc = ∆τ − µ(∆σn − ∆p) (1.7)

Avec ∆τ, la variation de contrainte cisaillante statique, ∆σn la variation de contrainte
normale (positive en compression), ∆p la pression de pore et µ le coefficient de fric-
tion statique (voir Das and Scholz, 1983 pour une explication complète). La variation
de la contrainte de Coulomb sera positive dans certaines régions et négatives dans
d’autres selon la géométrie du plan de rupture et l’orientation du champ de con-
traintes (Figure 1.5 a). Les prochaines ruptures seront favorisées dans les zones où
la variation de la contrainte de Coulomb sera positive et défavorisées dans le cas où
elle sera négative.

A la suite d’un séisme les répliques se localisent préférentiellement sur le plan de
rupture et dans les régions voisines où la variation de la contrainte de Coulomb
est positive. La localisation des répliques suite au séisme de « Homestead Valley »
(Figure 1.5 b) de magnitude Mw estimée entre 6.0 et 7.0 en fournit un excellent ex-
emple. Dans le cas de failles suffisamment étendues, les observations sismologiques
ont également montré une migration de la sismicité en réponse à la variation de la
contrainte de Coulomb au cours des ruptures successives. L’évolution spatiale de
la sismicité sur la faille Nord-Anatolienne l’illustre remarquablement (Roth, 1988;
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Stein et al., 1997).

Un exemple de migration de la sismicité en direction de la nucléation du choc prin-
cipal s’illustre par la séquence de précurseurs qui a précédé la nucléation du contro-
versé séisme Mw 7.6 de 1999 d’Izmit en Turquie (Ellsworth and Bulut, 2018). Cette
séquence comprend 29 précurseurs et s’est étalée sur 44 minutes, un temps relative-
ment court. Les positions relatives des précurseurs (Figure 1.6) apparaissent con-
sistantes avec un déclenchement en cascade par transfert de contrainte statique. A
notre connaissance, il n’existe cependant que très peu d’exemples aussi marqués.
Comme soulevé par les auteurs de l’étude, une potentielle explication réside dans le
manque d’observations en champ proche de séquences de précurseurs, observations
qui permettraient d’obtenir une vision détaillée de leur migration spatiale. La ma-
jorité des séquences de précurseurs observées le sont dans des contextes de séismes
de subduction où les réseaux de sismomètres sont relativement éloignés du plan
de faille. Les signaux sismiques émis par les précurseurs doivent alors traverser
un milieu particulièrement diffusif et atténuant avant d’être enregistrés par les sta-
tions sismiques. Il n’est pas donc pas invraisemblable que les précurseurs de faibles
magnitudes mais détenteurs néanmoins d’informations soient difficilement détecta-
bles. L’exemple du séisme d’Izmit est une très bonne illustration des incertitudes
auxquelles nous faisons face aujourd’hui.

Les précurseurs sont potentiellement le moyen le plus prometteur pour anticiper la
date, la localisation et la magnitude d’un séisme. Estimer leur valeur prédictive
est donc crucial. Cependant, nous manquons d’observations suffisement denses
pour comprendre les processus à leur origine et déterminer comment ces derniers
s’intègrent au cours des cycles sismiques qui se succédent. Nous avons tenter d’y
apporter quelques éléments de réponse.

1.3 Source sismique et lois d’échelles des séismes.

Abordons maintenant quelques notions et méthodes d’analyses en sismologie de
la source. Celles-ci nous seront utiles dans la suite de ce manuscrit et permettront
d’introduire la question de l’origine des ondes hautes-fréquences lors d’un séisme.

1.3.1 Déplacement en champ lointain : le cas d’un point source soumis à
une force impulsionnelle.

Dans les paragraphes suivant nous considérerons uniquement le cas d’une source
sismique confinée dans un milieu isotrope et homogène. Pour une extension des so-
lutions à des milieux plus complexes (comme hétérogènes et anisotropes) nous con-
seillons au lecteur le livre «Quantitative seismology » de Aki and Richard, seconde
édition (Aki and Richards, 2002). Cet ouvrage offre une description quasi exhaustive
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1994)

des analyses et méthodes développées depuis le milieu du 20ème siècle nécessaires
à une représentation fidèle de la dynamique de la source d’un tremblement de terre
et des processus physiques sous-jacents.

Tout d’abord, qu’est-ce qu’une faille ? Une faille peut-être schématiquement représen-
tée comme une surface contenue dans un volume au travers de laquelle s’opère une
discontinuité du glissement au moment de sa rupture, c’est-à-dire au moment du
séisme. Posons un problème simple : celui des ondes sismiques émises par un point
source de position arbitraire x soumis à une force impulsionnelle f et contenu dans
un milieu infini de densité ρ et de modules élastiques λ et µ. Le vecteur du champ
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de déplacement u(x, t) satisfait l’équation de l’elastodynamique :

ρ
∂2

∂t2 u(x, t) = (λ + µ)∇(∇.u(x, t)) + µ∇2u(x, t) + f (x, t) (1.8)

Avec f (x, t) une force de volume d’orientation arbitraire. Pour une source de posi-
tion arbitraire x0 la distribution de f (x, t) s’exprime comme :

f (x, t) = δ(x− x0). f .s(t) (1.9)

Avec s(t) la fonction source. Pour un receveur à la position x on peut montrer que le
champ de déplacement en u(x, t) (Aki and Richards, 2002) s’écrit comme :

u(x, t) = G(x, t, x0, 0). f ∗ s(t) (1.10)

Ou en notation indicielle :
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ui(x, t) = ∑
ij

Gij(x, t, x0, 0). fi(t) ∗ s(t) (1.11)

Avec ∗ qui désigne la convolution. Nous avons introduit ici le tenseur de Green, G.
Ce tenseur décrit la réponse impulsionnelle du milieu à n’importe quelle position
x pour une force impulsionnelle et unitaire appliquée en x0 qui dans le cas d’un
milieu isotrope et homogène peut-être facilement obtenu (Achenbach, 1975). Pour
une force orientée selon la direction 1, la solution de (1.11) est (Aki and Richards,
2002):

ui(x, t) =
1

4πρ
(

∂2

∂xi∂x1
.

fi

r
)
∫ r

β

r
α

τ.s(t− τ)dτ+

fi

4π.ρ.α2.r
(

∂r
∂xi

∂r
∂x1

).s(t− r
α
)+

fi

4π.ρ.β2.r
(δij −

∂r
∂xi

∂r
∂x1

).s(t− r
β
)

(1.12)

Avec α et β la vitesse des ondes P et S respectivement et r la distance à la source. Cette
solution peut bien sûr être généralisée à une force de direction arbitraire. Il paraît
ici important d’expliciter les termes dans (1.12). Le premier terme est appelé champ
proche et décroit en 1/r2 et 1/r4. Le second terme correspond au terme en champ
lointain et décroit en 1/r. Celui-ci traduit le champ de déplacement au point x au
passage des ondes P et S. Pour des distances suffisamment éloignées de la source, le
terme en champ proche peut-être ignoré. Nous verrons par la suite que le terme en
champ lointain peut être utilisé pour déterminer la taille d’un séisme et en mesurer
l’énergie.

Nous avons évoqué ici le problème simple du champ de déplacement induit par un
point source soumis à une force ponctuelle et unidirectionnelle. Ce dernier cas n’est
évidemment pas représentatif de la réalité de la source d’un séisme qui traduit une
déformation dans un volume fini et dans différentes directions. Dans le paragraphe
suivant nous abordons la description actuelle que l’on fait des forces en action lors
d’un séisme.

1.3.2 Déplacement en champ lointain : cas du double couple de forces et
estimation du moment sismique.

Pour la majorité des séismes, la déformation élastique du milieu est équivalente à
l’action d’un double couple de forces. Originellement, les travaux de Honda (1962)
ont permis de montrer qu’un modèle de source basé sur un couple unique de forces
échouait à expliquer les radiations en champ lointain des ondes S. Très rapidement
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FIGURE 1.7: Vision schématique du glissement sur une faille soumise
à un double couple de forces.

après, les travaux théoriques de Maruyama (1963) et Burridge and Knopoff (1964)
ont démontré qu’une faille contenue dans un milieu élastique pouvait être fidèle-
ment représentée par un double couple de forces (Figure 1.7). En dépit du fait qu’un
simple couple de forces ne saurait expliquer les observations des ondes S émises par
un tremblement de terre, ce modèle ne permet pas de conserver le moment angu-
laire sur la faille et induirait une rotation du milieu. Plutôt qu’en terme de forces, on
préférera représenter la source en terme d’énergie ce qui nous permet d’introduire
le tenseur du moment sismique M.

Pour le cas d’un dipôle linéaire construit par l’action de deux forces f égales et op-
posées et distantes de h, le moment sismique M = f h. N’importe quelle source sis-
mique, peu importe sa géométrie, peut-être représentée comme la combinaison de
trois dipôles linéaires et orthogonaux entre eux. Dans un repère cartésien, le tenseur
du moment sismique prend la forme générale :

M =

Mxx Mxy Mxz

Myx Myy Myz

Mzx Mzy Mzz

 (1.13)

Les composantes orthogonales du tenseur Mkk représentent une déformation com-
pressive ou extensive selon le signe, les autres composantes Mij représentent une
déformation cisaillante. Le cas indiqué en figure 1.7 représenterait donc le cas où
seules les composantes Mxy et Myx seraient différentes de zéro en plus d’être égales.
Le champ de déplacement dû à la composante Mij pour une force positionnée en x0
s’écrit:

uk(x, t) = ∑
ij

Gki,j(x, t, x0, 0) ∗Mij(t) (1.14)

De (1.14) on obtient le champ de déplacement lointain dû aux ondes P et S à une
distance r :
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up
i (r, t) =

1
4π.ρ.α3

1
r ∑

jk
<α

ijk.Ṁjk(t−
r
α
) (1.15)
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i (r, t) =

1
4π.ρ.β3

1
r ∑
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<β

ijk.Ṁjk(t−
r
β
) (1.16)

avec <α
ijk et <β

ijk les diagrammes de radiation des ondes S et P qui décrivent la vari-
ation d’amplitude des ondes selon la direction du rai par rapport à la source. Leurs
expressions générales sont données par Aki and Richards (2002) dans un système de
coordonnées sphériques (r, θ, φ) avec comme point d’origine la position de la source.
On observe que le déplacement en champ lointain est proportionnel au taux de mo-
ment, et non au moment lui-même, c’est-à-dire à la vitesse à laquelle est libérée
l’énergie. Le champ en déplacement lointain peut s’écrire de façon plus générale :

uc
i (r, t) =

1
4π.ρ.c3

Rc(θ, φ)

r
.Ω(t− r

c
) (1.17)

avec c pouvant correspondre aux ondes P ou S. Nous avons introduit dans (1.17) la
fonction source Ω = M0. ˙s(t) avec M0 le moment sismique scalaire et s(t) sa variation
temporelle. Le moment du tenseur M0(t) est équivalent à I0.M0.s(t), avec I0 un
tenseur qui contient les informations de la géométrie de la source. A t → ∞ on a
M0(t) = M0, ce qui implique :

∫ ∞

0
s(t)dt = 1 (1.18)

La transformée de Fourier directe de (1.17) donne :

uc
i (r, ω) =

1
4π.ρ.c3

Rc(θ, φ)

r
.Ω(ω) exp

−iωr
c

(1.19)

lim
t→∞

Ω(ω) = M0 ∗
∫ ∞

0
˙s(t)dt = M0 (1.20)

Nous arrivons ici à un résultat majeur en sismologie, à basse fréquence le spectre du
champ de déplacement lointain tend vers un plateau dont la hauteur est directement
proportionnelle au moment sismique de la source. En pratique, c’est sur ce principe
là que les sismologues déterminent la magnitude des séismes et leurs caractéris-
tiques sur la base des observations en champ lointain. En reprenant l’expression du
moment sismique M0 = µ.D.S, et en exprimant la chute de contrainte d’un séisme
∆σ comme :

∆σ =
µ.D

L
(1.21)
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avec L = C.
√

S (où C est une constante géométrique), Aki (1967) proposa la loi
d’échelle suivante :

M0 ∝ ∆σ.L3 (1.22)

ou de manière équivalente:

M0 ∝ ∆σ.S3/2 (1.23)

L’énergie libérée par un séisme est proportionnelle au cube de la racine carré de
sa surface, ou similairement au cube de sa longueur caractéristique, multiplié par
la chute de contrainte. En addition d’être d’une remarquable simplicité, cette loi
d’échelle donne une estimation directe de la taille de la source sur la base des obser-
vations en champ lointain. Kanamori and Brodsky (2004) ont comparé l’aire de rup-
ture S à la magnitude Mw de tous les séismes de magnitudes supérieurs à Mw = 6.0
survenus de 1991 à 2001 (Figure 1.8). Leurs résultats ont suggéré:

M0 ∝ S3/2 (1.24)

La loi d’échelle (1.24) implique que la chute de contrainte ∆σ est approximativement
constante et indépendante de la magnitude pour 6.0 ≤ Mw ≤ 9.0 (condition d’auto-
similarité). Les chutes de contraintes pour ces séismes ont été estimées entre 1 et 10
MPa avec une moyenne de 3 MPa.

Brune (1970) proposa un modèle universel de fonction source en champ lointain.
Ce modèle appelé « omega-squared model » dans la terminologie anglo-saxonne
propose la forme suivante du spectre de la fonction source en champ lointain Ω(ω):

Ω(ω) =
Ω(0)

1 +( ω
ω0
)2

(1.25)

Ce modèle extrêmement simple possède seulement deux paramètres : le plateau
spectral à basse fréquence égal au moment sismique M0 et une fréquence ω0 quali-
fiée de « fréquence coin » au-delà de laquelle le spectre décroît asymptotiquement en
ω−2 . Pour arriver à ce résultat, Brune (1970) détermina la solution du déplacement
en champ lointain dû à la propagation d’un pulse de glissement et en considérant
simplement que l’énergie transportée par les ondes se répartissait sur une sphère.
Brune (1970) apporta une explication physique de ω0:

ω0 ≈ Vr

L
(1.26)
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FIGURE 1.8: Loi d’échelle entre surface de rupture, moment sismique
(axe du bas), et magnitude (axe du haut) pour les séismes de Mw >
6.0 enregistrés entre 1991 et 2001 (extrait de Kanamori and Brodsky,

2004)
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avec Vr, et L la vitesse de rupture et sa taille respectivement. La fréquence coin
est donc inversement proportionnelle à la taille de rupture. En combinant (1.22) et
(1.26) et en considérant que la vitesse de rupture Vr et la chute de contrainte ∆σ sont
constantes on obtient :

M0 ∝ ω−3
0 (1.27)

Cette loi d’échelle a été observée pour des magnitudes couvrant plusieurs ordres
de grandeur et démontre l’auto-similarité du processus de rupture (Figure 1.9). On
peut retrouver la même loi d’échelle dans le cas de la durée charactéristique d’un
séisme τ0 qui est égale à l’inverse de la fréquence coin. Par analogie avec (1.27):

M0 ∝ τ3
0 (1.28)

Une étude relativement récente (Ide et al., 2007) a cependant montré que (1.28)
n’était pas valide dans le cas des séismes lents (Figure 1.10). Dans le cas des séismes
lents, le moment sismique M0 est simplement proportionel à la durée charactéris-
tique τ0 et donc à l’inverse de la fréquence coin, ω−1

0 . Cette différence a été attribué
aux vitesse de propagation (≈ 1 m/s) des séismes lents qui sont de trois ordres de
grandeur inférieures à celles des séismes classiques.

La fréquence coin est un paramètre essentiel car il décrit à partir de quelle fréquence
l’énergie sismique libérée décroît, ou plus simplement la quantité d’énergie émise
à haute-fréquence. Les ondes hautes-fréquences se situent entre 1 et 10 Hz et sont
les plus destructrices. Comprendre les processus physiques à leur origine est donc
crucial.

1.3.3 Modèles cinématiques d’une source de dimensions finies, origine
des ondes hautes-fréquences et décroissance asymptotique.

Le cas du point source évoqué précédemment est une approximation justifiée dans
le cas d’observations suffisamment éloignées de la source ou dans le cas de séismes
suffisamment petits pour pouvoir s’affranchir de leur géométrie et de la dynamique
de propagation de la rupture. Cependant, pour les séismes à plus larges échelles ou
dans le cas d’observations en champ proche, détailler la cinématique de la source
sera indispensable afin d’en obtenir soit le déplacement statique en champ proche
ou bien le champ lointain du déplacement.

C’est principalement entre les années 1960 et 1990 que la majorité des modèles ciné-
matiques ont été développés. Un premier type de modèle conceptualise la source
d’un séisme comme la propagation d’une dislocation le long d’un plan, c’est le cas



20 Chapter 1. Introduction

FIGURE 1.9: Relation entre la fréquence coin, le moment sismique
(axe du bas) et la magnitude (axe du haut). Les lignes en rouge
pointillées indiquent les valeurs théoriques pour une vitesse de rup-
ture fixe et un saut de contrainte constant (extrait de Allmann and

Shearer, 2009).
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des modèles développés par Haskell (1964) and Haskell (1966), Burridge et al. (1964),
Savage (1972), Madariaga (1978) et Bernard and Madariaga (1984) pour ne citer que
ces derniers. Ici, la terminologie « dislocation » désigne une discontinuité de glisse-
ment et non des processus de plasticité comme évoqués précédemment. Un autre
type de modèle couramment utilisé est celui du crack circulaire.

Ce modèle a été étudié et développé sous différentes formes, soit de façon analy-
tique (Kostrov, 1964; Savage, 1966; Brune, 1970; Sato and Hirasawa, 1973) ou soit de
façon numérique (Madariaga, 1976). Ces différentes études mettent précisément en
lumière la variabilité des résultats selon la géométrie de la source, sa durée ou en-
core les conditions de glissement imposées sur la faille. Une seule caractéristique du
spectre en champ lointain de la fonction source semble s’imposer : la décroissance
asymptotique en ω−2, bien que dans certains cas particuliers cette décroissance soit
en ω−3 (Haskell, 1964; Haskell, 1966). Les expressions théoriques de la fréquence
coin ou encore les phases cinématiques à l’origine des ondes hautes-fréquences mon-
trent cependant des différences significatives. Notons un inconvénient de taille
dans les modèles cinématiques type « dislocation » (bien que ceux-ci soient les plus
couramment utilisés pour inverser le glissement statique sur la base d’observations
en champ lointain) : le glissement sur la faille est toujours imposé de façon arbi-
traire, c’est-à-dire par la propagation d’une dislocation type pulse, fonction rampe
ou bien fonction porte. Dans le cas des modèles types « crack-circulaire », la solution
analytique quasi-statique du glissement à l’intérieur du crack est connue (Kostrov,
1964). Pour illustrer les points de divergence des différents modèles cinématiques
nous présenterons deux types de modèles diamétralement opposés: (i) le modèle
proposé par Savage (1972), celui de la propagation bilatérale d’une dislocation le
long d’une faille rectangulaire et (ii) le modèle de Sato and Hirasawa (1973) de prop-
agation d’un crack circulaire s’arrêtant soudainement à une distance arbitraire.

Modèle de rupture bilatérale (Savage) :

Le modèle de Savage (1972) établit le problème suivant: une dislocation de type
pulse apparaît soudainement sur une faille de longueur W et se propage bilatérale-
ment jusqu’à une longueur L. Les figures 1.11 a, b et c illustrent respectivement
l’histoire du glissement, le glissement final sur le plan de faille ainsi que la géométrie
du problème. Par effet de directivité, les fréquences coins sont fonctions de la direc-
tion de propagation de la rupture par rapport à la position du point d’observation.
Moyennées sur l’ensemble de l’espace, Savage obtient les fréquences coins pour les
ondes P et S suivantes :

ω
p
0 =
√

2.9.
α

2π
.

1√
LW

(1.29)
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ωs
0 =
√

14.8.
β

2π
.

1√
LW

(1.30)

Ces résultats sont obtenus pour une vitesse de rupture Vr = 0.9β. Les constantes
numériques sont fonctions de la vitesse de rupture et augmentent avec celle-ci. On
observe que le modèle de Savage prédit ω

p
0 < ωs

0 avec ωs
0 ≈ 1.25ω

p
0 .

Modèle du crack circulaire (Sato & Hirawasa) :

Le modèle de Sato and Hirasawa (1973) établit le problème suivant: celui de la prop-
agation circulaire d’un crack jusqu’à s’arrêter soudainement à une distance a. Les
figures 1.12 a, b et c illustrent respectivement l’histoire du glissement, le glissement
final sur le plan de faille ainsi que la géométrie du problème. Par effet de directiv-
ité, les fréquences coins sont également moyennées sur l’ensemble de l’espace. Ce
faisant, Sato & Hirasawa obtiennent les relations suivantes :

ω
p
0 = Cp.

α

2π
.
1
a

(1.31)

ωs
0 = Cs.

β

2π
.
1
a

(1.32)

Avec Cp et Cs des fonctions de la vitesse de rupture. On observe que le modèles de
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Sato & Hirasawa prédit ω
p
0 > ωs

0 avec ω
p
0 ≈ 1.25ωs

0. Notons que Madariaga (1976)
en résolvant ce même problème mais de façon numérique arriva à des résultats sim-
ilaires.

La première différence notable entre ces deux modèles est que l’un prédit une fréquence
coin des ondes S supérieure à celle des ondes P (Savage) et l’autre l’inverse (Sato &
Hirasawa). De plus, pour le cas des ondes S, le modèle de dislocation de Savage
prédit une fréquence coin deux fois supérieure à celle prédit par le modèle du crack
de circulaire de Sato & Hirasawa. Ceci implique tout simplement plus d’énergie
à haute-fréquence transportée en champ lointain pour une taille caractéristique de
source équivalente. De plus, le modèle de Savage ne donne pas d’indication de
l’origine des radiations hautes-fréquences. Ces dernières ont été généralement at-
tribuées à la phase d’initiation de la rupture (Savage, 1966). L’étude de Sato & Hi-
rawasa a permis d’aboutir à un résultat majeur, diamétralement opposé, au sens lit-
téral du terme : les ondes hautes-fréquences sont produites pendant la phase d’arrêt
de la rupture et non de départ.

C’est quelques années plus tard que Madariaga (1978) apporta une explication plus
complète. Les émissions hautes-fréquences peuvent avoir deux origines toutes deux
liées à la vitesse de rupture. Soit le front de rupture rencontre une barrière, par ex-
emple une zone où le coefficient de friction serait relativement élevé, et décélère au
passage de cette barrière ou s’arrête partiellement voir complétement : ce dernier
cas extrême est celui du modèle de Sato & Hirasawa. Soit le front de rupture ren-
contre une zone d’hétérogénéité des contraintes, de concentration de celles-ci, dans
ce cas la vitesse de glissement augmente brutalement au passage de la zone ce qui
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génèrera localement des ondes hautes-fréquences. Que ces deux cas puissent arriver
simultanément pendant un séisme ne paraît pas aberrant.

En effet, une faille naturelle a souvent connu une histoire complexe et plusieurs rup-
tures qui ont pu mener à l’accumulation de contraintes résiduelles. Ceci, en addition
des hétérogénéités intrinsèques reliées par exemple à des surpressions de fluide ou
des contrastes de lithologie qui pourraient elles aussi jouer un rôle important.

Sur la base des modèles de rupture cinématiques, trois paramètres essentiels dans la
production des radiations hautes-fréquences émergent:

• La géométrie du front de rupture.

• La dynamique du front de rupture.

• L’état de contrainte sur le plan de rupture.

Leurs études devraient donc reccueillir toute notre attention.

1.3.4 Mode de fracturation et vitesse de rupture

Les concepts physiques sur lesquelles a été développée l’intégralité de la mécanique
de la fracture sont probablement attribuables à Alan Arnold Griffith (Griffith, 1920).
Partant du principe de conservation de l’énergie dans un systême fermé, Griffith
posa deux conditions à la propagation d’une fracture (i.e., un crack) contenue dans
un milieu isotrope et homogène : (1) que la fracture relâche de la contrainte au fur
et à mesure de sa propagation et (2) que l’énergie disponible en tête de fracture sur
un incrément de longueur dl excède l’énergie requise pour la création d’un nou-
vel incrément de surface dS, communément appelée énergie de surface. On dis-
tingue généralement trois « modes » de fracturation (Figure 1.13) qui dépendent de
l’orientation de la contrainte principale appliquée et de la direction de celle-ci rela-
tivement au plan et au front de rupture :

• Mode I : Une contrainte de traction normale au plan de rupture (mode d’ouverture).

• Mode II : Une contrainte de cisaillement parallèle au plan de rupture et per-
pendiculaire au front de rupture (cisaillement plan).

• Mode III : Une contrainte de cisaillement parallèle au plan et au front de rup-
ture (cisaillement anti-plan).

De façon générale, les fractures peuvent se propager en faisant intervenir les trois
modes de fracturation. Dans le cas des séismes, seuls les modes I I et I I I sont
généralement considérés et le mode I ignoré en raison des fortes contraintes nor-
males le long des failles qui limitent l’ouverture de ces dernières. Les vitesses de
propagation limites dépendent du mode de fracturation et découlent directement
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FIGURE 1.13: Les trois modes de fracturation. Les flèches indiquent
le sens de la contrainte principale.

de l’expression du flux d’énergie par unité de surface G en tête de fissure pendant la
propagation. Pour un crack circulaire de rayon a, Kostrov (1966), Eshelby (1969) et
Freund (1972) ont montré que G s’exprime comme :

G = G∗.g(Vr) (1.33)

avec G∗ le flux d’énergie statique et g(Vr) une fonction de la vitesse de rupture et
donc du mode de fracture. G∗ est indépendant du mode de fracture et s’exprime
comme :

G∗ =
K2

2µ
(1.34)

où K est le facteur d’intensité des contraintes en tête de fissure et s’exprime pour un
crack de rayon a comme suit:

K =
√

π.a∆σ (1.35)

avec ∆σ la chute de contrainte statique au passage de la rupture. En mode I I, gI I(Vr)

prend la forme :

gI I(Vr) =
1−Vr/Cr√

1−Vr/β
(1.36)

Avec Cr, la vitesse des ondes de Rayleigh. En mode III, gI I I(Vr) prend la forme :

gI I I(Vr) =

√
1−Vr/β

1 + Vr/β
(1.37)
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Les équations (1.36) et (1.37) indiquent simplement que lorsque la vitesse de rup-
ture tend vers sa borne supérieure (la vitesse des ondes de Rayleigh Cr, en mode I I
et la vitesse des ondes S, β, en mode I I I) l’énergie mécanique dissipée sous forme
d’énergie de surface tend vers 0. Toute l’énergie disponible est alors dissipée sous
forme d’ondes sismiques.

Cependant, Andrews (1976) mis en évidence numériquement que dans certains cas,
les ruptures en mode I I, pouvaient se propager à des vitesses supérieures à celle des
ondes S et atteindre celle des ondes P. Notons, que pour une rupture purement en
mode I I, la vitesse de propagation ne peut théoriquement pas prendre des valeurs
contenues entre la vitesse des ondes de Rayleigh, Cr et la vitesse des ondes S, β.
Dans cette gamme de vitesse le flux d’énergie en tête de fissure devient négatif (Fig-
ure 1.14). En pratique les ruptures se propagent en mode mixte (i.e. mode I I et I I I),
dans ce cas le flux d’énergie n’est plus négatif pour Cr < Vr < β et la vitesse de
rupture devient un continuum.

La possibilité de ruptures se propageant à des vitesses supérieures à la vitesse des
ondes S fût expérimentalement prouvé sur des matériaux synthétiques (Rosakis et
al., 1999; Xia et al., 2004; Schubnel et al., 2011; Kammer et al., 2018) et par une étude
récente sur des roches (Passelègue et al., 2013). Ce phénomène appelé « rupture su-
pershear » dans la terminologie anglo-saxonne a également été observé dans le cas
de failles naturelles (Archuleta, 1984; Bouchon et al., 2001; Bouchon and Vallée, 2003;
Bhat et al., 2007). On emploie le terme de « rupture sub-Rayleigh » lorsque la vitesse
de propagation est inférieure à la vitesse des ondes de Rayleigh.

Les ruptures supershear possèdent une singularité : elles se propagent en produisant
une onde de Mach au front de rupture (Figure 1.13), exactement de la même façon
qu’un avion émet une onde de Mach lorsqu’il dépasse la vitesse du son. Cette onde
conique s’atténue moins vite avec la distance qu’une onde sphérique et est donc sus-
ceptible de propager les radiations hautes-fréquences sur de plus grandes distances.
Il n’existe cependant que peu d’observations en champ proche de ruptures supers-
hear, leur potentiel haute-fréquence reste donc à éclaircir.

1.4 Apport de la reproduction de séismes en laboratoire : de
l’échelle des failles crustale à celle du laboratoire.

1.4.1 Instabilité frictionelle

Nous avons vu en section 1.1 comment les réponses mécaniques des roches soumises
à un chargement tectonique pouvaient varier en fonction, au premier ordre, de la
température, de pression et de la vitesse de chargement ou taux de déformation.
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FIGURE 1.14: Haut.Vision schématique des vitesses de rupture pos-
sibles selon le mode de fracturation.Bas.Vision schématique de la for-
mation d’un cone de Mach dans le cas d’une rupture Supershear. Le
long du front de propagation de l’onde de Mach, les ondes S inter-
fèrent constructivement et sont moins atténuées avec la distance (ex-

trait de Das, 2010

La reproduction de séismes en laboratoire s’est révélé un outil extrêmement efficace
pour expliciter et modéliser le comportement mécanique des roches ainsi que les
processus physiques mis en jeu lors des tremblements de terre.

Brace and Byerlee (1966) sont les premiers à avoir proposé que les expériences de
«glissements saccadés» (ou «stick-slip» en anglais) en laboratoire soient un analogue
des tremblements de terre. A cette date, le laboratoire offrait donc un environnement
inédit dans lequel il serait possible de reproduire des tremblements de terre dans des
conditions contrôlées: Byerlee (1978) fît la remarquable observation que dans le cas
d’une interface frictionelle déjà existante (par analogie avec une faille), le coefficient
de friction statique était constant au moment de la rupture, et ceci indépendament
du type de roche (excepté certains argiles). De cette observation (Figure 1.15) dé-
coula la loi de Byerlee qui prévoit qu’en moyenne le coefficient de friction statique
se situe autour de 0.85 pour une contrainte normale relativement faible (environ
300 MPa) et chute ensuite à 0.6. Celle-ci indique simplement que dans le domaine
fragile, la contrainte cisaillante requise pour rompre n’importe quelle interface fric-
tionelle croît linéairement avec la profondeur.
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FIGURE 1.15: Contrainte cisaillante maximale en fonction de la con-
trainte normale au moment de la rupture pour différentes litholo-
gies. A relativement faible contrainte normale, le coefficient de fric-
tion statique égal 0.85 et chute à 0.6 à partir d’une contrainte normale

d’environ 300 MPa (extrait de Byerlee, 1978).
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La rupture d’une interface frictionelle, ou simplement une faille, est un glissement
instable et dynamique. D’un point de vue macroscopique, le glissement s’initiera
lorsque la contrainte cisaillante excédera le seuil de résistance de la faille. La sta-
bilité du glissement a été largement débattue dans le passé (voir Scholz, 2019 pour
un résumé) et peut-être aisément compris dans le cas d’un modèle simple, celui
du patin-ressort (Figure 1.16). L’interface du patin avec le socle représente une
faille. Le chargement s’effectue au travers du ressort de raideur k (en N/m), celui-
ci représente l’élasticité du milieu dans lequel la faille est contenue. La vitesse de
chargement tectonique est simulée par le déplacement imposé du ressort à son ex-
trémité, donc à une certaine distance. Au moment où le glissement s’initie les forces
sont à l’équilibre:

Fs = k(l0 − l) (1.38)

avec Fs la résistance au cisaillement, k la raideur du ressort, l0 la position du point
de chargement et l la position du patin. Si Fs augmente avec le déplacement dl , le
glissement est stable, le système se charge et accumule de l’énergie élastique. Si Fs

diminue avec dl, deux cas peuvent se présenter. Soit :

|∂Fs

∂l
| ≤ k (1.39)

où Fs diminue moins vite avec le déplacement dl que se décharge le ressort et le
glissement est lent et stable ou bien:

|∂Fs

∂l
| > k (1.40)

où Fs diminue plus vite avec le déplacement dl que se décharge le ressort, ce qui se
traduit par une pente résistance/glissement plus forte que k, le glissement devient
instable et rapide. Le glissement ralentira au moment de l’intersection de la pente
−k avec la courbe de résistance au cisaillement de la faille. La stabilité du systême
est donc en partie controlée par la raideur critique kc du ressort qui s’exprime di-
rectement comme:

kc = |
∆Fs

∆l
| (1.41)

La stabilité du glissement peut également être établit en termes d’équilibre de con-
traintes. La variation de résistance au cisaillement Fs est équivalente à la variation de
la contrainte de cisaillement τ et la stabilité du système est contrôlée par la rigidité
critique du ressort kr

c qui par analogie prend la forme:

kr
c = |

∆τ

∆l
| (1.42)
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Surface de frottement

rigidité k Vitesse de chargement
constante
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Résistance au
cisaillement (force)
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Fs
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FIGURE 1.16: Modèle patin-ressort. A.Schéma du modèle. La sur-
face de contact entre le patin et l’interface simule une faille et le ressort
simule le chargement tectonique lointain.B. L’instabilité se dévellope
lorsque la résistance au frottement diminue plus rapidement avec le

glissement que la décharge du ressort représentée par la pente −k.

où kr
c est exprimée en Pa/m.

La phase de nucléation d’une instabilité frictionelle (i.e. d’un séisme) est un sujet ma-
jeur en sismologie car elle offre une fenêtre de temps potentiellement utilisable pour
en prévoir l’occurence. Ohnaka (2000) a conceptualisé la nucléation d’un séisme par
trois phases successives (Figure 1.17) : (i) une première phase de glissement quasi-
statique dans une zone localisée sur le plan de faille, que l’on définit comme la zone
de nucléation (ii) une deuxième phase d’accélération du glissement et d’expansion
de la zone de nucléation jusqu’à une taille critique et (iii) la propagation de la zone
de nucléation sur l’intégralité du plan de faille permettant le glissement dynamique.
La propagation dynamique de la rupture sera donc toujours précédée par la propa-
gation lente d’un glissement asismique.

De nombreuses observations expérimentales ont permis de le valider: que ce soit
dans le cas d’expérences réalisées sur des plastiques (Latour et al., 2013), ou sur
des roches à l’échelle centimétrique (Passelègue et al., 2017) et à l’échelle métrique
(McLaskey and Kilgore, 2013; Fukuyama et al., 2018). La taille au delà de laquelle
la zone de nucléation se propagera dynamiquement est une échelle de longueur
primordiale et dépendra de l’évolution de la résistance de la faille avec le glissement,
en d’autres termes, de l’évolution du coefficient de friction statique avec ce dernier.

1.4.2 Loi de friction.

De manière générale, une instabilité frictionelle se développera seulement dans le
cas où le coefficient de friction f diminue avec le glissement. Deux grandes lois
ont été développées en laboratoire et sont généralement utilisées pour comprendre
l’affaiblissement du coefficent de friction: la loi de «linear slip-weakening» et la loi
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FIGURE 1.17: Nucléation de la rupture selon le modèle de Ohnaka
(Ohnaka, 2000). La nucléation débute par la propagation d’une zone
de glissement quasi-statique jusqu’à une longueur Lt qui marque le
début de l’instabilité. La zone de nucléation accélère jusqu’à attein-
dre la longueur critique Lc à partir de laquelle l’instabilité se propage

dynamiquement.

«rate and state».

Modèle «slip-weakening» :

Dans le modèle de slip-weakening, l’évolution du coefficent de friction dépendra
uniquement de la quantité de glissement (Ida, 1972; Campillo and Ionescu, 1997;
Uenishi and Rice, 2003). Si le glissement est égal à zéro, le coefficent de friction
égale le coefficient de friction statique fs (Byerlee, 1978). Avec le glissement D, le
coefficient de friction f décroît linéairement jusqu’à atteindre une valeur résiduelle
fd appelée coefficient de friction dynamique soit:

f = fs − ( fs − fd).
D
Dc

(1.43)

La quantité de glissement nécessaire Dc pour atteindre cette valeur résiduelle est
appelée «slip-weakening distance» (Figure 1.18 a.) et intervient dans l’expression de
la taille critique de nucléation Lc. Pour obtenir Lc, considérons un crack de longueur
L, et de module de cisaillement µ. La quantité de contrainte cisaillante ∆τ nécessaire
pour glisser d’une quantité D à l’intérieur du crack est égale à:

∆τ =
µ.D

L
(1.44)

En reprenant (1.42) et en exprimant τ comme f .σn, on obtient l’égalité suivante au
démarrage de l’instabilité dynamique:
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FIGURE 1.18: Modèles conceptuels de l’évolution du coefficient de
friction f avec le glissement. a. Linear slip weakening. b. Rate and

State.

kr
c.Dc = σn.( fs − fd) (1.45)

Selon (1.44), on peut exprimer kr
c comme:

kr
c ≈

µ

Lc
(1.46)

En combinant (1.45) et (1.46) on obtient l’expression théorique de la taille de nucléa-
tion Lc (Campillo & Ionescu,1997):

Lc = β.
µDc

σn.( fs − fd)
(1.47)

avec β une constante qui dépendra du mode de fracturation (β = 1.158 pour une
rupture en mode I I I ). Pour une longueur L < Lc, le glissement est lent et asismique,
au delà de Lc la zone de nucléation accélère et le glissement devient dynamique et
sismique. Lc fournit donc une taille critique en dessous de laquelle aucune rupture
ne peut se propager dynamiquement. Lc est linéairement proportionelle à Dc, ce qui
signifie que plus la distance nécessaire pour affaiblir la résistance au glissement est
grande, plus l’extension de la zone de nucléation le sera également. Comment Dc

évolue avec la taille d’un séisme est une question donc cruciale.

Les données de laboratoire montrent généralement que Dc ≈ 10−6 m (Passelègue
et al., 2016), alors que les observations sismologiques prédisent Dc ≈ 10−1 − 1 m.
Ce désaccord a généralement été attribué aux différences de rugosité entre les failles
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naturelles et les surfaces sur lesquelles le glissement s’effectue en laboratoire (Di-
eterich, 1979; Scholz, 1988; Ohnaka, 2003).

Modèle «rate and state» :

A la fin des années 70, Dieterich (1979) introduit un autre paramètre cinématique
nécessaire à l’étude de la résistance frictionnelle, la vitesse. Sur la base des travaux
de Diectrich, Ruina (1983) proposa le modèle de rate-and-state qui exprime l’évolution
du coefficient de friction f comme une fonction de la vitesse de glissement V et d’une
variable d’état représentative de l’état de l’interface θ selon :

f = f0 + a.ln(
V
V0

) + b.ln(
V0θ

Dc
) (1.48)

avec f0, le coefficient de friction de statique, a et b deux paramètres adimensionnels
et V0 une vitesse de glissement de référence. La variable d’état θ a la dimension
d’un temps et peut-être interprétée comme le temps de contact moyen des aspérités
ou en d’autres termes le temps necéssaire pour reformer une nouvelle population
d’aspérités. L’évolution temporelle de θ est formulée par deux lois distinctes:

θ̇ = 1− θV
Dc

(1.49)

ou
θ̇ = − θV

Dc
.ln(

θV
Dc

) (1.50)

La première (éq. 1.49) correspond à la «Aging law» et la seconde (éq. 1.50) à la
«Slip law». La différence significative entre ces deux lois est que l’une considère que
l’évolution de la variable d’état θ est uniquement fonction de la vitesse de glissement
(« Slip law ») alors que dans le cas contraire (« Aging law ») θ évolue également avec
l’âge de contact des aspérités (voir Rubin and Ampuero, 2005, Ampuero and Rubin,
2008 pour une discussion détaillée).
Le modèle «rate and state» est une réelle avancée car il permet une vision détaillée
de la friction d’un plus large ensemble de matériaux que seulement les roches (par
exemple les plastiques, verres etc. . . ). Ce type de modèle est particulièrement adapté
dans les cas où l’interface frictionnelle est décrite comme une surface discontinue en
contact à travers une population d’aspérités et donc caractérisée par une rugosité.
Le succès du modèle «rate and state» pour décrire la dynamique des tremblements
de terre a été largement exploré, à la fois expérimentalement (voir Marone, 1998,
pour une revue complète) que théoriquement (Rice and Ruina, 1983; Blanpied and
Tullis, 1986; Dieterich, 1992; Rice et al., 2001). Ces travaux ont permis, en partie, de
montrer que suite à un changement abrupt de la vitesse de glissement, le coefficient
de friction statique fs augmente brusquement. Une instabilité n’est alors possible
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que si le coefficient de friction dynamique fd diminue avec la vitesse de glissement
et atteint une valeur inférieure à fs (Figure 1.18 b.). Ce scénario n’est possible que
si (a-b) < 0, dans le cas contraire, (a-b) > 0, le coefficient de friction augmentera
avec la vitesse de glissement. Dans le modèle rate-and-state, la longueur critique de
nucléation Lc est reliée à a et b selon (Rubin and Ampuero, 2005):

Lc =
µDc

σn.(b− a)
(1.51)

Les paramètres constitutifs a et b reflétent des propriétés intrinsèques au matériau
et pourront fortement varier selon la température, la vitesse de chargement, la taille
des grains ou encore l’épaisseur de gouge (Marone, 1998; Mitchell et al., 2015; Ya-
mashita et al., 2014; Urata et al., 2018). En pratique, les observations expérimentales
montrent que le modèle rate-and-state est quasiment toujours valide car l’interface
frictionnelle peut être approximée par un plan d’épaisseur infinitésimal. Dans le cas
de failles naturelles, cette approximation peut avoir certaines limites, majoritaire-
ment du fait que les zones de faille ont une épaisseur finie par accumulation de
gouge avec les glissements successifs.

Le modèle rate-and-state permet donc d’établir une description phénoménologique
des processus à l’interface frictionnelle en lien direct avec l’évolution de la friction
avec la quantité et la vitesse de glissement. Ces processus s’opèrent à l’échelle
des aspérités et peuvent être décrits comme des phénomènes de plasticité ou de
changements de phase des minéraux, activés thermiquement par échauffement fric-
tionnel (Baumberger et al., 1999; Nakatani, 2001). Terminons par le fait que la dy-
namique d’une faille avec le glissement et donc sa stabilité pourra également mon-
trer une forte variabilité dûe aux interactions fluide-roche, les fluides pouvant par
effet physique (surpression de pore) ou par effet chimique modifier les propriétés
mécaniques du matériau.

1.4.3 Etude de la microsismicité en laboratoire

Dans la section précédente, nous nous sommes focalisés sur l’aspect mécanique des
expériences réalisées en laboratoire. L’enregistrement de la microsismicité (i.e. des
émissions acoustiques) au cours de celles-ci a été une source d’information majeure
en mécanique des matériaux et dans le cas de problématiques en lien direct avec la
physique des tremblements de terre. Dans le cadre de son doctorat, Joseph Kaiser
(1950) mis en place un des premiers dispositifs d’enregistrements acoustiques pour
étudier si la qualité de différents métaux pouvait être évaluée au « son » qu’ils émet-
taient lors de leur déformation. Du début des années 60 au début des années 90, la
majorité des études expérimentales ont cherché à établir un lien entre la production
d’émissions acoustiques et les processus de fracturation (Mogi, 1962; Mogi, 1968;
Scholz, 1968a; Scholz, 1968b; Tapponnier and Brace, 1976; Lockner and Byerlee, 1977;
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Lockner, 1980; Sondergeld and Estey, 1981; Sondergeld and Estey, 1982; Lockner,
1993). Scholz (1968b) a observé le comportement spatio-temporelle des émissions
acoustiques produites lors d’expériences en déformation uni-axiale sur des roches
intactes. Cette étude a démontré que les émissions acoustiques étaient corrélées à
un phénomène de « dilatance» à l’approche de la rupture qui traduit une augmenta-
tion de volume du matériau. Cette augmentation de volume est la conséquence de la
production et de l’interaction de fissures qui se connecteront au moment de la rup-
ture. La même année, Mogi (1968) établit un catalogue des émissions acoustiques
produites lors d’expériences en déformation tri-axiale, avant, pendant et après la
fracturation. Les caractéristiques émissions acoustiques montrèrent de grandes sim-
ilarités avec les tremblements de terre, notamment dans la distribution de leurs mag-
nitudes et dans leur comportement temporelle. Cette observation a une implication
majeure: les processus et mécanismes en lien avec la fracturation des matériaux en
laboratoire sont invariables selon l’échelle et peuvent donc être directement étendus
aux tremblements de terre.
La question de savoir si oui ou non les observations faites en laboratoire à petites
échelles sont transposables aux grandes échelles qui s’appliquent dans le cas des
tremblements de terre est fondamentale et est toujours sujette à débat. Un argument
de taille pour répondre à cette question réside dans les lois d’échelles des séismes. A
cet égard, différentes études ont soutenu les observations de Mogi (1962) and Mogi
(1968) et permis de valider que les magnitudes des émissions acoustiques en labora-
toire se distribuaient selon la loi de Gutenberg-Richter (Scholz, 1968b; Weeks et al.,
1978; Cai et al., 1988; Lockner, 1993). La loi d’Omori qui prédit l’augmentation et
la décroissance temporelle de la sismicité suite à un choc principal a elle aussi été
observée en laboratoire, dans sa forme la plus exacte (Lord Jr and Koerner, 1983)
ou bien dans une forme dérivée (Lockner and Byerlee, 1977; Hirata, 1987). Dans
une étude récente, Yoshimitsu et al. (2014) ont utilisé des capteurs acoustiques cali-
brés (i.e. grâce auxquels on peut obternir une mesure absolue de vitesse) pour faire
l’analyse des spectres des émissions acoustiques générées lors d’une expérience en
déformation tri-axiale. Les magnitudes Mw des émissions acoustiques ont été es-
timées entre ∼ −7.0 et −8.0. L’estimation des fréquences coins (entre ∼ 200 kHz et 1
MHz) des émissions acoustiques a permis de confirmer que la loi d’échelle entre la
magnitude d’un séisme et sa fréquence coin était également conservée à l’échelle de
la micro-sismicité. De plus, les chutes de contraintes associées aux émissions acous-
tiques étaient de l’ordre de 1 à 10 MPa ce qui est typiquement de l’ordre de celles
des séismes naturels. Ces résultats confortent donc dans l’idée que la micro-sismicité
générée en laboratoire est la manifestation de micro-séismes. Une étude ultérieure
(Sellers et al., 2003) avait également utilisé des capteurs acoustiques calibrés pour
faire l’analyse des spectres de la micro-sismicité générée pendant une expérience en
déformation unixiale (i.e., sans confinement). Au contraire des résultats obtenus par
Yoshimitsu et al. (2014) , les fréquences coins estimées des émissions acoustiques ne
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satisfaisaient par la relation en w−3
0 . Ceci principalement en raison du dispositif ex-

périmental de calibration qui ne permettait de calibrer les capteurs acoustiques dans
une bande de fréquences suffisamment large.

FIGURE 1.19: Corrélation entre la nucléation de la rupture par propa-
gation d’une zone de glissement asismique (bleu clair) et précurseurs
acoustiques (cercles noirs). La surface représente le plan de faille (ex-

trait de McLaskey and Kilgore, 2013).

L’analyse de la microsismicité en laboratoire a également été bénéfique pour mieux
contraindre comment nuclée une rupture et déceler des potentiels signaux précurseurs.
Weeks et al. (1978) ont enregistré plus de 8000 emissions acoustiques pour un total
de 14 stick-slip successifs et ont mesuré la valeur b de la pente de Gutenberg-Richter
au cours des cycles. Les résultats obtenus ont indéniablement prouvé que la valeur
de b chutait à l’approche de la rupture. En d’autres termes, les magnitudes des
précurseurs acoustiques augmentent à l’approche du choc principal. Ce comporte-
ment observé au cours d’autres expériences (Ohnaka and Mogi, 1982; Main et al.,
1989; Lei et al., 2000) est consistent avec les résultats obtenus par Scholz (1968b)
qui ont établi une corrélation positive entre la valeur de b et la valeur de la con-
trainte différentielle (différence entre contrainte minimum et contrainte maximum).
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Cependant, excepté dans le cas de larges séismes de subduction (Nuannin et al.,
2005) , il existe peu d’observations qui l’atteste à l’échelle des failles crustales. Dans
une récente étude, Passelègue et al. (2017) ont analysé la dynamique temporelle des
émissions acoustiques pour un grand nombre de stick-slip et ont montré que la nu-
cléation de la rupture s’accompagnait d’une accélération exponentielle du nombre
d’émissions acoustiques. Ce type de comportement est cohérent avec une vision
conceptuelle de la nucléation comme la propagation lente d’une zone de glissement
quasi-statique (Dieterich, 1978; Okubo and Dieterich, 1984; Ohnaka et al., 1987;
Ohnaka and Shen, 1999; Nielsen et al., 2010). Au cours d’une expérience sur un
échantillon de granite de dimension métrique, McLaskey and Kilgore (2013) ont cap-
turé la propagation d’un front de glissement lent au moment de la nucléation et ont
observé une nette corrélation entre sa position et celles des émissions acoustiques
(Figure 1.19). Cependant, les expériences sur des échantillons de grandes tailles en
laboratoire nécessitent pour des raisons techniques d’être réalisées dans des condi-
tions de pressions faibles et peu représentatives de celles des failles naturelles.

Une partie des efforts au cours de cette thèse s’est donc portée sur l’analyse des sig-
naux acoustiques précuseurs pendant la nuléation de séismes expérimentaux dans
des conditions proches de celles des failles naturelles.

1.5 Plan du manuscript.

Dans le chapitre 2 nous présentons les deux types de roches que nous avons utilisé
dans nos expériences, du Granite de Westerly et du Gabbro d’Inde, ainsi que les dis-
positifs expérimentaux. Nous décrivons également les méthodes d’analyses utilisées
et/ou dévellopées au cours de cette thèse. Le chapitre 3 est une étude expérimentale
des processus et variables physiques qui determinent l’occurence des précurseurs
au cours des cycles sismiques et qui en contrôlent la dynamique spatiale et tem-
porelle. Cette étude a été menée sur le Gabbro d’Inde. Le chapitre 4 est une étude
expérimentale de l’influence de l’état de contrainte et de la vitesse de rupture sur
les radiations hautes-fréquences ainsi que de leur origine pendant la propagation de
la rupture. Cette étude a été menée sur le Granite de Westerly. Dans le chapitre 5
nous mettons en perspective et discutons les résultats obtenus. En particulier, nous
présentons l’analyse préliminaire d’un catalogue de sismicité de Californie du Sud
dans le but de connecter les résutats obtenus sur les précurseurs à l’échelle du labo-
ratoire, centimétrique, à l’échelle des observations de terrain, kilométrique.
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Chapter 2

Material and methods

In this section we first describe the two types of rocks used in the experiments and
the experimental set-up. We then explain the methods used and developed to anal-
yse and process the data.

2.1 Experimental set-up

2.1.1 Rock lithlogies & Sample preparation

The experiments conducted during this thesis were performed on samples of West-
erly Granite and Indian-Gabbro. Both types of rocks have the common advantage
of being lithologies constitutive of the Earth’s continental and oceanic crust respec-
tively. Also, their acceptable level of isotropy simplifies data processing and inter-
pretation.

Westerly Granite :

Westerly granite comes from the state of Rhode Island in the U.S. and is probably one
of most commonly used rock type in experimental mechanics. Its physical proper-
ties are well known and have been extensively described (Dieterich, 1979; Wong,
1982; Lockner and Okubo, 1983; Scholz, 1986; Lockner, 1993). Major minerals of the
Westerly Granite are quartz (∼ 28 %), plagioclase (∼ 33 %), K-feldspar (∼ 33 %),
muscovite and biotite (∼ 5 %). Grain sizes range from 0.05-2 mm with an average of
about 0.75 mm. Young’s modulus, density, P-wave velocity and S-wave velocity are
64 GPa, 2650 kg.m−3, 5800 m.s−1 and 3500 m.s−1 respectively (Passelègue et al., 2016).

Indian Gabbro :

Indian Gabbro is a metagabbro coming from Tamil Nadu in India. This rock was no-
tably used for meter-scale rock friction experiments (Togo et al., 2015; Xu et al., 2018;
Yamashita et al., 2018; Fukuyama et al., 2018). Major minerals are clinopyroxene (∼
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FIGURE 2.1: Sample preparation. Initially, rocks arrive in the form
of rectangular blocks (1), inside which cylinders are drilled. Top and
bottom parts of the cylinders are then made parallel (2). The sam-
ples are finally cut at 30◦, with respect to their axis, to reproduce an

experimental fault. (3).

37 %) , plagioclase (∼ 33 %), hornblende (∼ 11 %), hilmenite and hematite (∼ 5 %),
and biotite (∼ 4 %) .Grain sizes range from 0.5-3 mm. Young’s modulus, density,
P-wave velocity and S-wave velocity are 103 GPa, 2980 kg.m−3, 6400 m.s−1 and 3600
m.s−1 respectively.

Initially, rocks arrive as rectangular blocks. The first stage consists of drilling a cylin-
der into the block. The top and bottom part of the cylinder are then rectified and
polished with a surface grinder to make them parallel. The final shape is a cylinder
40 mm wide and approximately 88 mm long. To accurately represent the behavior
of a natural fault, a weak fault interface is obtained by cutting the cylinders at an
angle of 30◦ with respect to the vertical axis. The sample’s geometry is referred to
as a saw-cut. The upper and lower part of the fault interface are rectified and then
polished to maximise contact area. Finally, to preserve a minimum cohesion we use
sandpaper to roughen both sides of the fault interface. Fault surfaces were roughen
with #240 grit (average particle diameter 59 µm, smoother) and with #120 grit (aver-
age particle diameter 125 µm, rougher) sandpaper for the experiments conducted on
samples of Westerly Granite and Indian-Gabbro respectively. Figure 2.1 is showing
a photograph of the three main stages of sample preparation.
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2.1.2 Producing experimental earthquakes using a triaxial cell

The type of apparatus used in the experiments is a triaxial oil-medium loading cell
(σ1 > σ2 = σ3). A triaxial apparatus is basically composed of (i) a confining chamber
and (ii) an axial piston (Figure 2.2 a.). The rock sample is positioned at the center
of the confining chamber and is isolated from the confining oil into a 125 mm long
and 5 mm thick viton jacket. The axial piston comes into contact with the top part of
the sample. The pressures applied into the confining chamber and at the top of the
piston chamber are independently controlled by two servopumps. The confining
pressure (σ2 = σ3) plays the role of the minimum stress while the axial stress of the
maximum stress. The confining pressure and the pressure into the piston chamber
are measured by pressure transducers with 10−3MPa resolution. The axial stress
applied to the sample is given by the pressure at the surface of the piston chamber
and by surface area ratio between both side of the piston. The axial displacement of
the rock sample during the experiments is obtained by measuring the displacement
of the axial piston with 0.1 µm resolution. The confining pressure, the axial stress
and the axial displacement can be recorded up to 1 kHz sampling rate. One should
note that the axial displacement includes the displacement of the whole system: the
rock sample and the axial column. Both the rock sample and the axial column will
deform elastically during loading. Thus, the displacement along the fault surface
DFS is obtained by first correcting the axial deformation of the elastic deformation
of the sample and the axial piston such as :

εFS
ax = εWS

ax −
∆σ

Eap
− ∆σ

Es
(2.1)

where εFS
ax is the axial deformation of the fault surface, εWS

ax is the axial deformation
of the whole system measured at the top of the axial piston, ∆σ is the differential
stress, and Eap and Eap are the rigidity of the apparatus and the sample respectively.
And second, by multiplying εFS

ax by the length of the sample ls after being projected
on the fault plane such as:

DFS = εFS
ax .ls. cos θ (2.2)

where θ is the angle between the direction of σ1 and the fault plane (θ = 30◦).
Two different triaxial apparatus were used during this thesis but both are almost
identical. The differences are as follows:

• One of the triaxial apparatus has an additional auto-compensated chamber.
This auto-compensated chamber is positioned at the center of the axial piston
and is connected to the confining chamber. Therefore the confining pressure
is also applied on the surface of the auto-compensated chamber: whatever the
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FIGURE 2.2: Triaxial apparatus and rock assemblage. a. Schematic of
a triaxial oil-medium loading cell. Two external servo pumps control
axial and radial stresses. The axial displacement is given by the dis-
placement of the piston which, in this case, is measured by an LVDT
at its top. b. Saw-cut rock specimen used to reproduce laboratory
earthquakes. The fault plane is oriented at 30◦ with respect to the
principal stress σ1. Seismic waves generated during the experiments
are recorded by acoustic sensors glued at the surface of the sample.

pressure into the confining chamber, the axial piston will « float ». Hereafter,
we call this apparatus apparatus #1.

• For apparatus #1 the confining pressure can go up to 300 MPa while for appa-
ratus #2 the confining pressure is limited to 100 MPa.

• For apparatus #1 the axial displacement is measured by an LVDT (Linear Vari-
able Differential Transducer) at the top of the axial piston while the axial dis-
placement is measured by three gap sensors (outside of the cell as well) for
apparatus #2. The axial displacement is then averaged over the three measure-
ments.

To produce stick-slip instabilities, the procedure is the following: (i) once the sample
positioned into the confining chamber the cell is closed (ii) the confining chamber is
filled with oil (iii) the confining pressure is increased up to the desired stress condi-
tions (iv) the axial piston is put into contact with the sample and (v) oil is injected at
a constant rate in the piston chamber to increase the axial stress. This corresponds
to a constant axial shortening rate and during our experiments, this shortening rate
was imposed at about 0.36 µm/s (i.e., strain rate of about 4.10−6). The shear stress τ

and the normal stress σn acting onto the fault can be expressed as:

τ =
σ1 − σ3

2
.sin(2θ) (2.3)
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FIGURE 2.3: Typical evolution of shear stress and axial displacement
during stick-slip cycles. The linear increase of the shear stress with
the displacement corresponds to the inter-seismic loading. Once the
shear-stress reaches the critical strength of the fault, a frictional in-
stability develops and the stored elastic energy is suddenly released

with seismic slip along the fault interface.

and
σn =

σ1 + σ3

2
+

σ1 − σ3

2
.cos(2θ) (2.4)

where σ1 and σ3 are simply the axial stress and the confining pressure respectively
and θ is defined in the same way as for (2.2). Figure 2.3 shows a typical shear
stress/displacement curves versus time during an experiment. With increasing the
axial stress the shear stress τ increases, the sample deforms and stores elastic en-
ergy. Once the critical strength of the fault is reached, the elastic energy is suddenly
released which corresponds to an abrupt shear stress drop, accompanied by rapid
frictional slip along the experimental fault interface.

2.1.3 Strain and acoustic emission high-frequency monitoring system

Sixteen coaxial cables allow for local measurements during stick-slip experiments.
Two types of sensors are usually used: strain gauges to record local strain or/and
acoustic sensors to record the acoustic wavefield.
An acoustic sensor is simply a ceramic encased within a brass casing (Figures 2.4
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a, b) and is called a piezoelectric transducer. In response to a mechanical stress, an
electrical potential difference develops between the two faces of the ceramic. The
electrical potential difference is recorded as a voltage. This voltage is proportional
to the mechanical stress. The sensitivity of a ceramic will depend on its width and
thickness and on the type of material. For a given width, the thicker the ceramic,
the less sensitive is its response. Acoustic sensors are glued to the rock sample with
cyanocrylate adhesive through holes already perforated into the jacket. To avoid any,
sealing is performed using a flexible and non-brittle adhesive (Loctite 9455 Hysol).
The type of strain gauge used during this thesis is the electrical resistance strain
gauge which is of the commonest type. Strain gauges are simply resistors whose re-
sistance is a function of their cross-section area. When deforming, the cross-section
area of a strain gauge changes which in turn causes the resistance to change corre-
spondingly to the strain. Strain gauges can measure either single or multiple com-
ponents of strain. The strain gauges used in this study were manufactured by the
company Kyowa (type KFG-2-350-C1-11) and presented a length and a resistance of
2 mm and 350 Ω respectively (Figures 2.5 a,b).

During the experiments conducted on the Indian Gabbro (chapter 3), 8 P acoustic
sensors polarized in the direction perpendicular to the sample surface and 8 single
component 350 Ω strain gauges were used. Ceramics were 5 mm wide and 0.5 mm
thick and made of an assemblage of lead oxides, titanium and zircon (Pb, Zr and Ti).
This type of ceramic is commonly used and is called PZT ceramic. Ceramics pre-
sented a resonant frequency of 1 MHz for compressional waves. In the experiments
conducted on the Westerly granite (chapter 4), 16 P/S acoustic sensors polarized
at 10◦ with respect to the perpendicular direction to the sample surface were used.
Ceramics were 5 mm wide and 4 mm thick and made of an assemblage of Lithium-
Niobate (an oxide of lithium, Li, and niobium, Nb). Ceramics presented a resonant
frequency of 1 MHz for compressional waves and of 0.6 MHz for shear waves. Po-
sitions of the sensors for both experiments are shown in Figure 2.6.

Internal measurements were recorded at 10 to 50 MHz sampling rate using a 16
channel digital oscilloscope and the software Insite (Itasca Image). Depending on
the objectives, signals were either amplified or unamplified. In order to avoid sat-
uration, recorded signals during stick-slip instabilities were kept unamplified. To
record the unamplified signals only during the time of stick-slip instabilities we set
an amplitude trigger threshold to all acoustic sensors. The recording of unamplified
signals was triggered (Figure 2.7) if more than 1 acoustic sensor were recording a
signal with higher amplitude than the threshold in a same time window. Before be-
ing recorded, strain gauge signals were first delayed to an amplifier (manufactured
by Kyowa company, figure 2.5 c) which allowed us to set the output voltage as a
function of the expected strain (for instance, 10 V = 4000 µε)
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FIGURE 2.4: a. Schematic of an acoustic sensor. The piezoelectric
ceramic allows to record surface vibrations in the form of a voltage.
The signal is recorded by using an oscilloscope connected by a coax-
ial cable. b. Photograph of the type of acoustic sensor used in the
experiments. c. Schematic view of the acoustic emissions monitoring
system. Output signals are amplified to continuously record micro-

seismicity during the experiments.

In the experiments conducted on the Indian Gabbro, strain gauges and acoustic sen-
sors signals were continuously recorded at 10 MHz sampling rate. Strain gauges
signals were kept unamplified while acoustic sensors signals were amplified. To
amplify the acoustic signals, sixteen 45dB amplifiers were used (Figure 2.5 c). Con-
tinuous recordings were triggered after the first stick-slip occurrence in order to re-
duce data overhead (only 1 minute of continuous recording by 1 channel represents
6.108 sampling points). As explained hereafter, the continuous recordings allows us
to record the microseismicity during the experiments.
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FIGURE 2.5: Strain measurements. a. Picture of the strain gauges
glued on the surface of the sample. Strain gauges are positioned as
close as possible to the simulated fault. b. Picture of the type of strain
gauge used during the experiments. Strain gages are resistors whose
resistance changes correspondingly to the strain. c. Picture of the

amplifier used to set the recording gain of strain measurements.



2.1. Experimental set-up 47

De
pt

h(
m

m
)

-40

-30

-20

-10

0

10

20

30

40

Angle (°)
0 90 180 270 360

Acoustic sensor

Strain gauge

a.

De
pt

h(
m

m
)

Angle (°)
0 90 180 270 360

-40

-30

-20

-10

0

20

30

40

10

b.

Fa
ul

t
Fa

ul
t

Far-�ield AS

Near-�ield AS

FIGURE 2.6: a. Sensors map used in the experiments presented in
chapter 3. Acoutic sensors were positioned homogeneously to better
locate acoustic emissions and estimate their respective seismological
parameters. b. Sensors map used in the experiments presented in
chapter 3. The near-field acoustic sensors were used to invert rupture
velocities and far-field acoustic sensors were used to perform back-

projection analysis
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FIGURE 2.7: Triggered recording during stick-slip instabilities. Un-
amplified signals are digitized using a digital oscilloscope and can be
recorded up to 50 MHz sampling rate. a. Strain gauge recording dur-
ing stick-slip instability. The strong increase in voltage corresponds
to the rapid unloading of the fault surface during stick-slip instabil-
ity. The fault is able to slip only after the passage of the rupture front.
b. Acoustic sensor recording during stick-slip instability. The first

P-wave is emitted once the rupture becomes dynamic.



2.2. Acoustic sensors calibration 49

2.2 Acoustic sensors calibration

2.2.1 Experimental procedure

Without additional steps, waveforms recorded by an acoustic sensor have a unit
of voltage which limits the information that can be extracted from them. Part of
the information is related to the sensor’s sensitivity and what a sensor is recording
(i.e., a displacement, a velocity or an acceleration) might change depending on the
frequency band. During this thesis, we used a lased Doppler vibrometer as a cal-
ibration device to convert voltage measurements into velocity measurements. The
principle is straightforward. Any signal Sa(t) recorded by an acoustic sensor can be
expressed as the convolution of the shape of the source, the response of the medium
(i.e. the Green’s function or called sometimes the path effect) and the instrumental
response. In frequency domain thus,

Sa( f ) = Ω( f ).G( f ).Ia( f ) (2.5)

Where Ω( f ), G( f ) and Ia( f ) are respectively the shape of the source, the response of
the medium and the instrumental response. In eq. (2.5), the instrumental response is
precisely what we are looking for. A laser Doppler vibrometer (called LDV hereafter)
measures surface vibration with Doppler effect and its instrumental response is flat
(in a certain bandwidth) which means Iv( f ) = 1. Thus, any signal Sv( f ) recorded
by a LDV Sv( f ) becomes simply:

Sv( f ) = Ω( f ).G( f ) (2.6)

It is therefore theoretically easy to obtain Ia( f ): one just has to record at the same
location a signal emitted by a single source with an LDV and with the acoustic sensor
sensor that we want to calibrate and deconvolve one signal from the other:

Ia( f ) =
Sa( f
Sv( f )

(2.7)

After several trials, the calibrations were performed on one of the half cylinders of a
saw-cut sample of Indian Gabbro used during the experiments to be as consistent as
possible to experimental conditions. The sample was first fixed to an optical table to
filter parasite signals. A broadband transducer was affixed to the center of the fault
interface which had been preliminarily rectified to ensure good contact. Using a high
frequency generator, an amplified step voltage was applied to the transducer. The
vibration of the opposing sample surface was measured at 10 MHz sampling rate
by the acoustic sensor in the form of a voltage and relayed to a digital oscilloscope.
To make sure that the LDV and the acoustic sensor would sample surface vibrations
at the exact same location, the position of the acoustic sensor was pointed by the
laser beam. Then the acoustic sensor was removed and the same procedure was
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repeated with the LDV which was set to measure particle velocity. Figure 2.8 shows
a photograph and a schematic view of the experimental set-up. The acoustic sensor’s
instrumental response (also called the sensitivity function) was obtained from the
ratio between the spectrum of the waveform recorded by the acoustic sensor and the
spectrum of the velocity waveform recorded by the LDV. The unity of the sensitivity
function is V/m.s−1.

2.2.2 Estimation of Fourier spectra

Estimation of Fourier spectra requires some careful precautions. The most common
technique to obtain an estimated Fourier spectrum of a time series x(t) is to compute
the Fourier transform X(ω), to multiply it by its complex conjugate and to take the
square root of the product. This usually results in noisy spectra and causes spectral
leakage. This is due to the fact that the length of a signal is finite which equates to
multiplying the signal by a boxcar function (i.e. a rectangular window). The Fourier
transform of a boxcar function has multiple side lobes which inherently introduces
artificial features. As illustration, figure 2.9 displays spectra estimated from 50 µs
long LDV and acoustic sensor waveforms and their ratio which gives the sensitivity
function. The variance of the sensitivity function is large which would make its use
difficult. One solution to smooth the results is to first multiply the portion of signal
that is analysed by a tapering window in the time-domain. There are many possi-
bilities but the idea is to use a tapering window characterized by a Fourier trans-
form with less energy in its side lobes. However, this will reduce spectral leakage
but won’t affect the variance of the spectrum at each frequency. In order to avoid
spectral leakage and to reduce the variance of the results we applied a multitaper
approach which was initially proposed by Thomson (1982). Multitapering consists
of using a set of different tapering windows which, when combined, minimize the
variance and avoid spectral leakage. We describe now the general idea, and refer the
reader to Prieto et al. (2007) for a more detailed description.

The estimated spectrum S(ω) of a signal x(t) which has been multiplied by a win-
dow a(t) takes the form :

S(ω) =
∫ Nyq

−Nyq
A(ω′).X(ω−ω′)dω′ (2.8)

The limits of integration correspond to the Nyquist frequency and A(ω) and X(ω)

are respectively the Fourier transform of the tapering window and the signal (we
recall here that a multiplication in time domain is a convolution in frequency do-
main). We would like to find a set of K tapering windows to create a set of K spectral
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FIGURE 2.8: Top. Photograph of the experimental set-up used for
acoustic sensors calibration. a. High Frequency Generator. b. Ampli-
fier. c. Laser vibrometer acquisition system. d. Laser beam. e. Rock
sample with the acoustic sensor and the source glued on. f. Digital
oscilloscope. Bottom. Schematic view of the calibration procedure.
The source is positioned at the center of the fault and subject to an
input voltage. Surface vibrations of the opposing side are recorded

by the acoustic sensor first and then by the LDV.

estimates Sk(ω) that can be used to compute the average spectra S(ω) as:

S(ω) =
1
K

K

∑
k=1

Sk(ω) (2.9)
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FIGURE 2.9: a. Fourier spectra of surface vibration measurements
recorded by the LDV and the acoustic sensor. b. Sensitivity function

obtained by the ratio of the two spectra.

According to eq (2.8), we aim to obtain a tapering window which would have low
energy for all frequencies larger than |ω − ω′|. Such a tapering window will then
reduce spectral leakage by having low energy in the side lobes. We would also like to
reduce the variance of the spectrum which aims to average the spectrum in a certain
bandwidth (−W, W) at each frequency. For a signal of length N, W will necessarily
lie between 1/N and the Nyquist frequency. The fraction of energy λ(N, W) of a
tapering window within the bandwidth (−W, W) can be expressed as:

λ(N, W) =

∫ W
−W A(ω)dω∫ Nyq
−Nyq A(ω)dω

(2.10)

Targeted tapering windows will maximize λ(N, W), in other terms solutions are
given by:

∂λ(N, W)

∂a(t)
= 0 (2.11)

Eq. (2.11) corresponds to finding the eigenvalues and the corresponding eigenvec-
tors of (Prieto et al., 2007):

[D].a = λa (2.12)

Here, D is a NxN symmetric matrix expressed as:

D(t, t′) =
sin(2πW(t− t′))

π(t− t′)
(2.13)
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FIGURE 2.10: a. Comparison between the sensitivity function es-
timated without windowing and the sensitivity function estimated
from multitapered signals. b. First five Slepian sequences used for
the multitapering. The total energy corresponding to the area under

the curves equals 1.

Solutions are given by N eigenvalues (λ0, ..., λN−1) and eigenvectors (v0, ..., vN−1).
The eigenvectors vk are called Slepian sequences (Slepian, 1978) and simply rep-
resent N tapering windows. The eigenvalues indicate the energy captured by the
eigenvectors (i.e., tapering windows). Minimizing spectral leakage lies in choos-
ing tapering windows that correspond to high eigenvalues while smoothing is con-
trolled by the selected bandwidth W (i.e. the resolution). However, a good balance
must be found between the number of tapers and the resolution. Increasing the
number of tapers will reduce the variance but will also reduce the resolution. W can
be expressed as :

W = P/T (2.14)

with P the number of points contained in bandwidth W and T the total duration
of the signal. All waveforms were analyzed within 50 µs long time window corre-
sponding to 501 data samples. P was set to 3 which yields a reasonable resolution
of 60 kHz. For P=3, the 5 first eigenvalues are really close to unity (Park et al., 1987).
We therefore used 5 tapers (i.e. Slepian sequences). The tapers are displayed in Fig-
ure 2.10 b. Figure 2.10 a shows the comparison between the estimated sensitivity
function shown in Figure 2.7 b without and with windowing.

2.2.3 Calibration results

Acoustic emissions will likely result from sources with variable amplitudes and
source duration which questions whether the calibration curves can be used for any
type of source. We addressed this issue by performing the calibration using two dif-
ferent types of broadband transducers together with changing the amplitude of the
step voltage applied to the transducers and its duration. Both transducers, V109-rm



54 Chapter 2. Material and methods

and M110-sm, are broadband panametrics ultrasonic transducers from the Olym-
pus company with a central frequency of 5 MHz. Because the acoustic sensors and
the LDV are polarized perpendicular to the sample surface, we have selected ultra-
sonic transducers that produce compressional waves. The transducer V109-RM has
a nominal element size of 13 mm while M110-RM has a nominal element size of 6
mm. The LDV had a flat frequency response up to 2.5 MHz, which therefore gives
an upper limit to the calibration range.
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FIGURE 2.11: Example of voltage and velocity measurements for the
two types of sources and the estimated spectra. The time window
used to estimate the spectra is indicated by the black double arrow.
This time window is 50 µs long and is centered pn the first P-wave

arrival.

Figure 2.11 shows an example of the waveforms recorded by the LDV and the acous-
tic sensor with their respective spectra for the two types of sources. The black double
arrow indicates the 50 µs long time window used to estimate the spectra. The length
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of the time window was chosen according to the one used to estimate acoustic emis-
sions seismological parameters. This is required if we don’t want to introduce arti-
ficial features when deconvolving acoustic emission spectra of the acoustic sensor’s
intrumental response. It is interesting to note that the spectra are really different
with respect to the source. The source M110-sm shows a spike of energy centered
around 1 MHz while the source V109-rm generated more energy at lower frequen-
cies. This is convenient because it offers a path to judge of the robustness of the
calibration results relative to the frequency content of the source. Moreover, both
types of sources have produced sufficiently high-frequency energy to confirm that
the acoustic sensors are sensitive to frequencies up to at least 2.5 MHz.

Figure 2.12 summarizes the calibration results that we obtained. The calibration
curves were reproduced for two input voltages, 40 V and 200 V and with three
source durations, 2 µs, 1 µs and 0.5 µs (i.e. 0.5 MHz, 1 MHz and 2 MHz). For the
same type of source we observed no significant differences with respect to the input
voltage and its duration. All calibration curves almost collapse (Figures 2.12 a, b).
The figure 2.12 c, displays the sensitivity function averaged over all input voltages
and source durations for both transducers. In both case, it is clear that the sensitivity
of the acoustic sensors shows non linearity, with a large band of resonance between
about 1.2 and 2.2 MHz. This might be related to the specific properties of the PZT ce-
ramics. Above 1 MHz, wavelengths are of the order of few millimeters which lies in
the range of the length scales that characterize the acoustic sensor casing. This could
also induce strong sensitivity variations at high-frequency. Although the sensitivity
functions are quite similar up to 1 MHz, some differences emerge when increasing
the frequency. In the case of the larger source, V109-rm, the resonance band is nar-
rower and the sensitivity function decreases to a lower value after the maximum
peak. A larger source size is equivalent to the multiple point source scenario that
would generate waves at the same time. This might reduce the curvature of the
wavefronts and induce negative interferences with increasing frequency. Although
the sources of acoustic emissions may cover different sizes, we assume the synchro-
nized multiple point source scenario to be unlikely. For this reason we chose to use
the sensitivity function obtained in the case of the smaller source, M110-sm.

2.3 Acoustic data treatment

2.3.1 Acoustic emissions detection

Acoustic emissions generated during the experiments were obtained from the con-
tinuous acoustic waveforms (Figure 13). The first step was to set an amplitude
threshold for each channel (i.e. for each acoustic sensor) according to the signal to
noise ratio of the latter. Then, acoustic emissions were searched within the continu-
ous waveforms by using a 406.9 µs sliding time window with 102.4 µs overlap. Time
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FIGURE 2.12: Calibration curves. a. Sensitivity functions correspond-
ing to the source M110-sm. The dashed lines indicate the calibration
curves obtained for an input voltage of 40 V and the solid lines for an
input voltage of 200 V. b. Same as a. but for the source V109-rm. c.
Comparison of the sensitivity function averaged over all input volt-
ages and source durations. Acoustic sensors have a net non linear
instrumental response showing a large resonance band between 1.2

MHz and 2.2 MHz (delimited by the two black arrows)

window overlap guarantees in part the separated detection of events that would
happen close in time. If in a same time window 3 or more channels had recorded
an amplitude higher than their respective threshold, the corresponding portion of
the continuous waveforms were saved for all channels. As we wanted to record
as much acoustic emissions as possible, the amplitude thresholds used were close
to the noise level. Therefore, we visually checked all the saved waveforms to sort
between acoustic emissions and noise.
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FIGURE 2.13: Continuous recording. On top is displayed an example
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and regular spikes correspond to the stick-slip events. Close to failure
(bottom right), microseismicity rate is increasing. Acoustic emissions
(bottom left) are searched within the continuous waveform using a
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2.3.2 Auto-picking

Acoustic emissions and stick-slip nucleation were located according to first P-wave
arrival times. First P-wave arrival times were automatically picked using the soft-
ware Insitelab. This software allows us to use different methods. The auto-picking
was achieved using the RMS amplitude method. The RMS auto-picking algorithm
operates by first calculating an auto-picking function using a moving time window
approach. At each waveform data point i, two windows are generated: a front win-
dow and a back window. The auto-picking function Fi is calculated by:

Fi =
∑i+FW

j=i+1 A2
j

∑i−BW
j=i−1 A2

j

(2.15)

where FW is the length of the front window, BW the length of the back window and
Aj the amplitude of the signal. The auto-picking function thus computes the ratio of
the energy contained in the front window to the energy contained in the back win-
dow. Peaks occur in the function when waveform amplitude suddenly increases.
P-wave arrival times can be estimated by setting a threshold amplitude to the auto-
picking function (Figure 2.14). The RMS algorithm works quite well for impulsive
signals with high signal to noise ratios. However, for low amplitude signals signif-
icant errors were often observed. We tried other techniques such as the STA/LTA,
analytic envelop and kurtosis methods. All these methods require specific parame-
ters which might be right for one event or one channel but not for another. Therefore,
all picking results were visually inspected and modified if necessary.

2.3.3 Localization

Acoustic emissions and stick-slip nucleation were localized according to first P-wave
arrival with 0.1µs resolution. Possible positions were restricted to the fault plane
which is a reasonable assumption. Let (Xi, Yi, Zi) indicate the spatial coordinates of
a position onto the fault plane and (Xs, Ys, Zs) the spatial coordinates of the acoustic
sensors. Over many stick-slip cycles waves velocity might vary slightly. For this rea-
son we used a "double difference" algorithm to locate acoustic emissions or stick-slip
nucleation. Acoustic emissions and nucleation positions were obtained by minimiz-
ing the L2 norm (least-square) of the sum of the differences between observed and
theoretical arrival time differences of all possible pairs of acoustic sensors. This is
mathematically expressed as :

∆t(Cp, i) =
n

∑
cre f=1

n−1

∑
c 6=cre f

√
(∆tobs

cre f ,c,i − ∆tt
cre f ,c,i)

2

n(n− 1)
(2.16)
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FIGURE 2.14: a. Typical acoustic waveform. The estimated first P-
wave arrival time is indicated by the black dashed line. b. Auto-
picking function amplitude. In this example the amplitude threshold
was set to 50, the length of the back-window and of the front-window
were 10 µs and 3.5 µs respectively. The picked P-wave arrival time

was set to the maximum peak amplitude.
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where Cp is the P-wave velocity and with:

∆tt
cre f ,c,i = (ti,cre f − ti,c) (2.17)

Theoretical travel times ti,c are calculated by the expression :

ti,c =

√
(Xi − Xc)2 + (Yi −Yc)2 + (Zi − Zc)2

Cp
(2.18)

2.4 Seismic source characterization

2.4.1 Rupture velocity inversion

In this section, we explain the method that we used to estimate rupture velocities
during laboratory earthquake. This method is related to chapter 4.
Cracks produce a strain concentration at their edges. If positioned close enough to
the fault, acoustic sensors are able to record the passage of the rupture front (Schub-
nel et al., 2011; Passelègue et al., 2013). For convenience, let us call the acoustic
sensors positioned close to the fault, near-field acoustic sensors (Figure 2.7 b.). Rup-
ture velocities during stick-slip instabilities are then simply obtained by searching
the rupture velocity Vr that best explains observed arrival times of the rupture front
by near-field acoustic sensors.
As mentioned in the introduction, ruptures can propagate according to three dif-
ferent modes. Due to the relatively high normal stress conditions, mode I is dis-
regarded. During stick-slip instabilities, the displacement can be considered to be
parallel to the shear traction direction. Therefore, the rupture propagates in mode
I I (in-plane) along the slip direction and in mode I I I (anti-plane) in the direction
perpendicular to it. This implies that the rupture velocity will be limited to the P-
wave velocity Cp along fault length and by the S-wave velocity Cs along the fault
width. For sub-Rayleigh ruptures, Vr ≤ Cs we assume a circular self-similar rupture
(i.e. Vr is the same in all directions). For supershear ruptures, Cs ≤ Vr ≤ Cp along
the fault length and Vr = Cs along the fault width, therefore we assume an elliptical
self-similar rupture.
The first step is to localize the initiation of the nucleation according to observed P-
wave arrival times. Let’s (Xnuc, Ynuc, Znuc) be the spatial coordinates of the nucleation
and (Xn f , Yn f , Zn f ) the spatial coordinates of the near-field acoustic sensors. Theo-
retical rupture front arrivals tt(nuc, n f ) are calculated as follow:

tt(nuc, n f , Vr) =

√
(Xnuc − Xn f )2 + (Ynuc −Yn f )2 + (Znuc − Zn f )2√

C2
I I Icos(θ) + C2

I Isin(θ)
(2.19)

For sub-Rayleigh ruptures, CI I I = CI I = Vr with Vr ≤ Cs and for supershear rup-
tures, CI I = Vr with Cs ≤ CI I ≤ Cp and CI I I = Cs. θ defines the angle between the
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rupture front propagation direction and the in-plane direction. The rupture velocity
is obtained by minimizing the residual time ∆t(nuc, Vr) between observed rupture
front arrival times and theoretical ones such as:

∆t(nuc, Vr) =
∑n

k=1

√
(tobs(nuc, n f , Vr)− tt(nuc, n f , Vr))2

n
(2.20)

with n the total number of near-field acoustic sensors.

2.4.2 The back-projection method

Here, we describe the method used to image high-frequency sources during rupture
propagation. This method is related to chapter 4.
After its most succsessful application to the Mw 9.3 Sumatra Andaman earthquake
in 2004 (Ishii et al., 2005) back-projection became a technique commonly used to
study earthquake dynamics. This technique takes advantage of large and dense
seismic arrays to spatially and temporally track the seismic source(s) during an
earthquake. The back-projection method takes recorded seismograms and propa-
gate their waveforms backward in time so they constructively interfere at the source
origin time and at the source location (Ishii, 2011). Back-projection does not require
any knowledge of the Green’s function of the medium because it does not seek to
compute synthetic seismograms. Only the time and location of the hypocenter, a
velocity structure model and a grid of potential sources are required. Applying the
back-projection at the laboratory scale has two key advantages : the fault plane and
the velocity structure are well constrained.
The first step is to divide the fault plane into a grid of potential source points and
to compute the theoretical P-wave travel times from each potential source to each
acoustic sensor used for the analysis. We assume the medium as isotropic and ho-
mogeneous so that the P-wave velocity is the same in all directions. According to
P-wave travel times, waveforms are then synchronized and stacked at each grid
point. At a position i, at a time t with respect to nucleation initiation, the stacked
waveform s(t) takes the form:

si(t) =
1
k

k

∑
n=1

wnun(t + ti,n + ∆tn) (2.21)

where k is the total number of acoustic sensors, un(t) the recorded acoustic wave-
forms by the n′th acoustic sensor, ti,n the predicted P-wave travel time between the
i′th grid location and the acoustic sensor n and ∆tn the time correction of the n′th
acoustic sensor that we obtain by cross-correlating the initial few µs of each acoustic
waveform with a reference waveform. ∆tn ensures that all waveforms align well
at the nucleation location. The stacked waveform s(t) has the weighting factor
wn = pn/An with pn that corrects for first P-wave polarity (either equals to -1 or
1) and An a normalization factor equals to the ratio between the maximum absolute
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amplitude of the reference acoustic sensor and the maximum amplitude of the n′th
acoustic sensor so that no single waveform dominates the stack. For a given time,
acoustic waveforms should coherently stack at the true location of the source and
the stack amplitude should be high (Figure 2.15).
This approach has however the disadvantage that it relies on the amplitude of wave-
forms to retrieve energy source locations, hence strong energy sources can signifi-
cantly obscure weak energy sources. Rather than relying on stacks we prefer to use
the coherency function introduced by Ishii (2011). At a time t, the coherency function
xi(t) at the position i is expressed as:

xi(t) =
1
k

k

∑
n=1

pn ∑τ
t+T un(τ + ti,n + ∆tn).si(τ)√

∑τ
t+T u2

n(τ + ti,n + ∆tn)
√

∑τ
t+T s2

i (τ)
(2.22)

The coherency function quantifies the average cross correlation over a time window
T of the stacked waveform and each individual acoustic waveform. It reflects the
energy radiated over the time window T as a function of space and time and has the
advantage to rely on waveform similarity and not on waveform amplitudes.
The back-projection technique was applied using the set of sensor defined as « far-
field sensors » (Figure 2.7 b.).

2.4.3 Inversion of AE paramameters

Seismic parameters estimation relies on the analysis of displacement spectra to es-
timate the absolute magnitude of the source, its size and stress-drop. Because we
expected that most of the energy would come from S-waves, the seismological pa-
rameters were obtained based on S-wave displacement spectra.
Acoustic waveforms were analysed within a 27.5 µs time window occuring 2.5 µs
before the theoretical S-wave arrival times. The energy contained between the be-
ginning of the selected time-window and the S-wave arrival was damped with a
ramp function to reduce energy related to P-waves. The selected time window was
then rescaled to a 50 µs time window centered to the theoretical S-wave arrival and
multiplied by a von Hann window (Figure 2.13 b). This allows us to lower energy
contributions coming from reflections and surface waves. We obtained S-wave dis-
placement spectra Ωs(ω) by first averaging over all acoustic sensors the spectra cor-
rected by deconvolution with the estimated sensitivity function S f (ω). The final dis-
placement spectra were then obtained by integration in frequency domain (a simple
factorisation). This takes the form:

Ωs(ω) =
∑K

k=1 Sas
k (ω)

K.S f (ω)
.

1
2πω

(2.23)

where K corresponds to the total number of acoustic sensors and Sas
k (ω) to the spec-

trum of the k′th acoustic waveform. The next step was to fit the S-wave displacement
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FIGURE 2.15: Schematic view of the back-projection stacking pro-
cedure. The fault interface is divided into a grid of source points.
Acoustic signals represent what would record 4 acoustic sensors. Ac-
cording to theoretical first wave arrivals, zones of energy release will
result in coherent, large amplitude stacks which is shown by the inter-
section of the dashed red line and the schematic acoustic waveforms.

spectra with a Brune model (Brune, 1970) corrected for attenuation. The S-wave dis-
placement specta Ωs(ω) were modelled as:

Ωs(ω) = Ω0 exp(−πωt/Q) .
1

1 + (ω/ω2
c )

(2.24)

where Ω0 is the long period spectral plateau, t is the averaged S-wave travel time, Q
the attenuation factor and ωc the corner frequency. Ω0, ωc and Q were estimated by
performing a grid search over the three parameters. Here, Q is an important param-
eter because it controls the high-frequency decay together with the corner frequency
ωc. Therefore, to avoid significant trade-offs between Q and fc we limited Q search
from 30 to 50 based on values found in the literature (Goldberg et al., 1992; Liu and
Ahrens, 1997; Yoshimitsu et al., 2014). Search ranges were from 10−18 to 10−15 m.s
for Ω0 and 100 kHz to 2.5 MHz for ωc. The seismic moment was computed from Ω0

according to:

M0 =
4.π.ρ.Cs.R.Ω0

Λθ,φ
(2.25)

where ρ is the density, Cs the shear wave velocity, R the averaged distance and Λθ,φ
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the averaged S wave radiation pattern (0.63, Richards and Aki, 1980). From M0 we
obtained the absolute moment magnitude as:

Mw = (log10(M0)− 9.1)/1.5 (2.26)

Assuming the circular crack model of Madariaga (1976), the estimated corner fre-
quency provided the radius of the source according to:

r =
0.21.Cs

ωc
(2.27)

Finally, the stress drop ∆σ was computed as a function of the seismic moment and
the radius of the source such as (Eshelby, 1957):

∆σ =
7M0

16r3 (2.28)

105 106

Frequency (Hz)

10-20

10-19

10-18

10-17

10-16

D
is

pl
ac

em
en

t s
pe

ct
ru

m
 (m

s)

0 5 10 15 20 25 30 35 40 45 50
Time (µs)

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

A
m

pl
itu

de
 (V

ol
t)

Mw ~ -7.7
Mw ~ -8.6
Best  fit

a.
b.

FIGURE 2.16: Fitted displacement spectra and acoustic waveforms. a.
Displacement spectra and best fit for Mw− 7.7 and Mw− 8.6 events
with their respective estimated corner frequencies indicated by the
arrows (0.88 MHz and 1.5 MHz, respectively). b. Corresponding
waveforms used to estimate the spectra, the color code is the same
than in a.. Waveform amplitudes were multiplied by a factor two for
visualization. The black dashed line indicates the von Hann window

used to taper the waveforms.

The Figure 2.16 a displays an example of fitted displacement spectra for two events
of magnitudes Mw− 7.7 and Mw− 8.6 and the associated waveforms. Corner fre-
quencies were found to be 0.88 MHz and 1.5 MHz, respectively, which yield source
radius of the order of 0.8 mm and 0.45 mm respectively. Estimated stress drops are
approximately 0.75 MPa for the Mw -8.6 event and 3.35 MPa for the Mw -7.7 which
is in the range of those observed for natural earthquakes. The absence of the reso-
nance band in the displacement spectra confirms in part that the sensitivity function
was well estimated.
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Chapter 3

Foreshocks occurence and their
link to nucleation: an experimental
approach

3.1 Introduction

The term "foreshocks" refers to small earthquakes that would occur nearby in the
time and space of a larger earthquake to come. In 1973, Papazachos (1973) made the
observation that when a sufficient number of foreshock sequences were synchro-
nized to the time of their respective mainshock and then stacked, the seismicity rate
increases as an inverse power law of the time to the mainshock. This law called "the
inverse Omori law" had then provided a potential path to earthquake prediction.
Since that time, most efforts have been made to understand the driving forces of
foreshocks occurence.

Upper crustal earthquakes are dynamic instabilities which result from the weaken-
ing of frictional properties of a seismogenic fault that has started to slip. Earthquake
nucleation processes are characterized by constitutive laws that describe the evolu-
tion of friction with slip. Based on either slip weakening or rate and state friction
laws, theoretical (Ida, 1972; Campillo and Ionescu, 1997; Uenishi and Rice, 2003)
and numerical models (Rubin and Ampuero, 2005; Ampuero and Rubin, 2008) have
demonstrated that before propagating dynamically, slip initially develops on a local-
ized, slowly growing zone, which is defined as the nucleation zone. A large number
of stick-slip experiments have supported this conceptual view of earthquake nucle-
ation, whether it is for experiments conducted at low normal stress conditions on
synthetic materials (Latour et al., 2013; Nielsen et al., 2010) and on crustal rocks
(Okubo and Dieterich, 1984; Ohnaka and Kuwahara, 1990; Ohnaka, 2003; McLaskey
and Kilgore, 2013; Fukuyama et al., 2018).
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Although rupture nucleation is a process thought to be aseismic, laboratory friction
experiments (Thompson et al., 2009; McLaskey and Lockner, 2014; Kwiatek et al.,
2014; Passelègue et al., 2017) have found the acoustic emission (AE) rate to be corre-
lated to aseismic slip propagation and have reinforced the possibility of earthquake
forecasting. Experimental works have also investigated changes in the frequency-
magnitude distribution (i.e. the b-value of the Gutenberg-Richter slope) of AEs dur-
ing stick-slip cycles. When the shear stress increases and the rupture is developing,
a significant drop of the b-value has been reported, i.e. the ratio between large and
small AEs increases (W. Goebel et al., 2013; Rivière et al., 2018; Lei et al., 2018). This
was thought to be driven by accelerating slip before dynamic rupture propagation.
Consequently, this indicates that b-value changes could be used as a tool for seismic
hazard assessment. However, under the assumption that foreshocks only reflect nu-
cleation processes, it is necessary to constrain the length and time scales over which
earthquakess nucleate.

Rate and state models that use friction parameters of laboratory experiments pre-
dict the nucleation zone to be of the order of meters and to expand over the last
millisecond prior to dynamic rupture propagation (Lapusta and Rice, 2003; Kaneko
and Lapusta, 2008; Fang et al., 2010). This is a consequence of the characteristic slip
distance Dc (i.e. the length required for the friction to reach its residual value in-
ferred from rock friction experiments being of the order of 1-100 µm. In the former
case, it would be almost impossible to detect earthquakes nucleation from geodetic
of seismological measurements. On the other hand, seismological observations have
suggested that Dc should be scale dependent (Ide and Takeo, 1997; Olsen et al., 1997),
of the order of the centimeter at the scale of crustal earthquakes. The scaling of Dc

has been attributed to length scales inherent to the size of earthquakes such as long
wavelength roughness of fault zones (Ohnaka, 2003) or gouge thickness (Marone,
1998). If we consider that the critical slip distance involved during coseismic slip is
the same that governs earthquake nucleation (see Cocco et al., 2009 for discussion),
this would imply nucleation processes to happen at much larger length and time
scales.

At the scale of crustal earthquakes, numerous seismological observations have re-
ported on increasing foreshock activity preceding the occurrence of large earthquakes
(Jones and Molnar, 1976; Abercrombie and Mori, 1996; Bouchon et al., 2011; Kato
and Nakagawa, 2014). Foreshock activity preceding large subduction earthquakes
has been found to correlate with the occurrence of slow slip transients in the re-
gion close to the hypocenter (Kato et al., 2012; Ruiz et al., 2014). When examin-
ing the occurrence of foreshock sequences with respect to the geodynamic context,
it has been demonstrated that faults subject to high-slip rates produce more fore-
shock sequences (McGuire et al., 2005; Bouchon et al., 2013). Moreover, compared
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with the ordinary seismicity, foreshocks present singular characteristics such as mi-
gration and acceleration prior to the mainshock (Marsan et al., 2014; Kato et al.,
2016). Therefore, it has been argued that foreshocks are a by-product of the larger
nucleation of the upcoming mainshock. However, because of the sparsity of the ob-
servations, the physical processes that govern the occurrence of foreshocks are still
controversial. For instance, statistical ETAS models (Ogata, 1988; Helmstetter and
Sornette, 2003b) are able to reproduce most of the features attributed to foreshock se-
quences which was used as an argument to suggest that foreshocks reflect stochastic
rather than physical processes. One of the underlying questions is whether or not
the earthquakes dynamically propagate following the slow propagation phase of
the nucleation zone or start as small dynamic instabilities that rapidly grow into a
larger one. These two opposite views are termed the "preslip" and the "cascade"
models respectively (Ellsworth and Beroza, 1995; Beroza and Ellsworth, 1996). In
the latter scenario, the use of foreshocks as a predictive tool for the occurrence of a
larger earthquake would be compromised.

Here we report on precursory AE sequences prior to stick-slip instabilities. The pur-
pose of this study is to use generated precursory AEs as a proxy to investigate the
mechanisms that control foreshocks dynamics.

3.2 Experimental set-up and methodology.

Here, we briefly describe the experimental set-up that we used to produce stick-slip
events (SSEs) and the methods used to analyse and process the data.

Stick-slip experiments were conducted on saw-cut samples of Indian Gabbro under
tri-axial conditions. The tri-axial apparatus used is described in details in section
2.1.2. Saw cut samples were axially loaded by injecting oil at a constant rate in the
piston chamber. Strain rate was imposed at about 4.10−6 (about 0.02 MPa/s). Pres-
sure sensors positioned outside of the cell allowed us to measure the axial stress
and the confining pressure from which we calculated the average macroscopic shear
stress, the macroscopic normal stress and the friction coefficient acting onto the fault
plane (section 2.1.2). Displacement was measured by an LVDT at the top of the axial
piston and thus includes the elastic shortening of the whole system (i.e. apparatus +
sample). Along fault displacement was calculated by correcting the overall displace-
ment from the elastic shortening of the axial piston and the sample (section 2.1.2).
Stresses and displacement were measured at 10 Hz sampling rate with respectively
± 0.001 MPa resolution and ± 0.1 µm of resolution.

The acoustic wave-field was continuously recorded at 10 MHz sampling rate by 8
acoustic sensors whose positions are given in figure 2.7. AEs were detected within
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the continuous acoustic waveforms (see section 2.3.1). Note that we opted to posi-
tion all the acoustic sensors on the same half of the sample so their relative positions
do not change with cumulative displacement. Acoustic signals were amplified at
45 dB, i.e. by a factor of about 177. This allowed us for recording the microseis-
micity close to the noise level. Local strain measurements were also continuously
measured at 10 MHz sampling rate by 8 single component strain gauges located on
both sides of the fault (section 2.1.3). It should be noted that here we only focus on
acoustic measurements, strain gauges data will be further analyzed in a future study.

AEs locations were inverted according to first P-wave arrival (section 2.3.3). We
made the assumption that AEs all came from the fault (i.e. 2-D grid search) which
seems a reasonable assumption given that (i) by localizing AEs with a 3-D grid
search we found that AE locations align with the fault plane and (ii) we often ob-
served positive and negative first P-wave polarities (expected for AEs located at one
edge of the fault plane) which indicates double-couple seismic sources. The smallest
AEs could not be located due to their first P-wave arrivals really close to the noise
level and not easily distinguishable. The location procedure was thus restricted to
AEs with sufficiently high-amplitude and impulsive first P-wave arrivals.

Finally, we converted voltage waveforms into an absolute velocity measurements
using the calibration curves (see section 2.2.3), which allowed us for computing the
displacement spectra of the AEs. The seismic moment and the corner frequency of
the AEs were estimated by fitting their displacement spectra with a Brune model
(see section 2.4.3). From the seismic moment and the corner frequency, we obtained
the source dimension and the stress drop.

For the sake of clarity we explain here the next term that will come up frequently
in this chapter: "Normalized time to failure". The normalized to failure refers to the
time prior to failure divided by the total duration of loading.

3.3 Results

3.3.1 Mechanical data

Three experiments were performed at varying confining pressures, Pc: 30, 45 and
60 MPa. The figures 3.1 a, b and c display the evolution of shear-stress, along fault
cumulative displacement and AE rate at Pc = 30, 45, 60 MPa respectively.

At Pc = 30 MPa (Figure 3.1 a) we have reproduced a sequence of 55 stick-slips. The
first one occurred when the macroscopic shear-stress was about 22 MPa, this equates
to a static friction coefficient of 0.5. ‘The associated coseismic displacement was 31
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µm. From the beginning to the end of the experiment, the maximum shear-stress (i.e.
the shear stress at the time of the rupture) has increased from 22 to 36 MPa which
corresponds to an increase of the static friction coefficient from 0.5 to 0.7. Although
the static friction coefficient continuously increased with successive stick-slips, it
started to stabilize after approximately 5 mm of cumulative displacement. At the
beginning of the experiment we recorded only few AEs in the last second prior to
dynamic rupture propagation. This can be observed by the relatively low acoustic
activity that only arises close to stick-slip instabilities. Then, up the to the end of
the experiment, the acoustic activity intensified. One interesting feature is that the
acoustic activity started to occur earlier but at a lower rate when the static friction
coefficient started to stabilize.

At Pc = 45 MPa (Figure 3.1 b) we have reproduced a sequence of 29 stick-slips. The
mechanical behavior of the rock specimen has shown some similarities with the one
at Pc = 30 MPa. The first stick-slip occurred at relatively low stress conditions, when
the shear stress was about 32 MPa which corresponds to a static friction coefficient
of 0.5. The corresponding coseismic displacement was 58 µm. Then the maximum
shear stress has increased from 32 to 51 MPa which equates to an increase of the
static friction coefficient from 0.5 to 0.68. Quite remarkably, similarly to the exper-
iment at Pc = 30 MPa the static coefficient of friction has approximately stabilized
after 5 mm of cumulative displacement. Regarding the acoustic activity, the AE rate
has rapidly increased with the successive stick-slip cycles. However a noticeable
difference with the experiment conducted at Pc = 30 MPa is that the AEs remained
concentrated in the last 2-3 seconds prior to stick-slip instabilities.

At Pc = 60 MPa (Figure 3.1 c) we have reproduced a sequence of 13 stick-slips. The
mechanical behavior of the sample has shown significant differences with the exper-
iments at Pc = 30 MPa and Pc = 45 MPa. The first stick-slip happened when the
shear stress reached 64 MPa and the static friction coefficient 0.65. The correspond-
ing coseismic slip was 184 µm. After the first stick-slip, the static friction coefficient
oscillated between 0.65 and 0.72 and was almost constant for the last 5 SSEs. The AE
rate has largely fluctuated from the beginning to the end of the experiment. Prior to
particular SSE (SSEs 9 and 13 for instance) we recorded intense bursts of AEs while
for other SSEs the AE rate preceding failure was really low (SSEs 11, 12 and 13). AEs
mostly happened during the last 1-2 seconds prior to failure.

3.3.2 AEs distribution

The figure 3.2 displays the number of precursory AEs recorded (left) and the total
AE moment release (right) per SSE. The total AE moment that we show here is likely
to be underestimated for particular SSE because acoustic sensor recordings started to
saturate for moment magnitudes Mw higher than -7, although for such a magnitude
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FIGURE 3.1: Cumulative displacement, shear-stress and AE rate dur-
ing the experiments. AEs were stacked into 1 second bins. The dis-
placement was corrected from the elastic deformation of the sample

and of the apparatus.
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we usually observed that only few acoustic sensors were saturating. Star symbols
mark the SSEs prior to which we recorded at least one AE with moment magnitude
Mw higher than -7 (in total, 23 at Pc = 30 MPa, 5 at Pc = 45 MPa and 2 at Pc = 60
MPa).
The total number of AEs recorded during the experiments was 905, 380 and 185 for
respectively Pc = 30, 45 and 60 MPa. This equates to an average number of AEs
per SSE of about 17, 13 and 14 respectively. As we could have expected according
to the AE rate presented in figure 3.2, the number of AEs per stick-slip cycle fluc-
tuates somewhat but tends to increase with the successive SSEs although it is less
significant at Pc = 60 MPa. The maximum number of precursory AEs within one
sequence (i.e. for one SSE) that we recorded was 48, 31 and 46 at Pc = 30, 45 and 60
MPa respectively
The total AE moment per SSE depicts a different picture. A common feature to all
the experiments is that the seismic energy released can largely vary from one pre-
cursory AEs sequence to another. At the early stage of the experiments conducted
at Pc = 30 and 45 MPa we only recorded small AEs, which corresponds to the peri-
ods during which the static friction coefficient on the fault increased relatively fast.
Then, we recorded oscillations between low and high energy AE sequences. Dur-
ing the experiment conducted at Pc = 60 MPa the seismic energy released onto the
fault prior to stick-slip instabilities was slightly more stable (for instance from SSE 8
to SSE 12) but has shown significant variations as well.
A notable feature is that we recorded more large AEs during the experiment con-
ducted at Pc = 30 MPa compared to Pc = 45 and 60 MPa (note that for visual-
ization, the axis of the total AE moment release is different at Pc = 30 MPa). The
maximum precursory AE moment release that we estimated for a single sequence
was 0.8 at Pc = 30 MPa and 0.18 at both Pc = 45 and 60 MPa. We recall that these
values are lower bounds due to the saturation of acoustic sensors.

The figure 3.3 shows the frequency-magnitude distributions of the AEs that we de-
tected during the experiments conducted at varying confining pressures (blue, red
and black circles correspond to Pc = 30, 45 and 60 MPa respectively). The col-
ored circles indicate the cumulative Gutenberg-Richter (G-R) distribution of the es-
timated AEs magnitudes and the bar plots display their distribution into 0.1 magni-
tude interval bins. We estimated that the magnitude of completeness Mc was close
to Mw = −8.7. Mc might vary a little depending on the confining pressure (for in-
stance between Pc = 30 and Pc = 45 MPa) but it is not significant given that the
typical error in magnitude estimation was 0.1. The black arrows indicate the upper
limit magnitude (Mw = −7) beyond which acoustic sensors started to saturate. The
estimated moment magnitudes Mw went beyond Mw = −7 for 71 AEs during the
experiment conducted at Pc = 30 MPa , for 6 AEs at Pc = 45 MPa and for 5 AEs at
Pc = 60 MPa. As mentioned earlier, we found from visual inspection that only few
acoustic sensors would saturate close to Mw = −7 and, this, over a short portion of
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the signal. Therefore we believe that close to this upper limit magnitude, our estima-
tions are not significantly biased. However, beyond Mw = −6.8 almost all acoustic
sensors were saturating over a large portion of the signal, which in the former case
unambiguously indicates a significantly larger moment magnitude. Such a case only
happened during the experiments conducted at Pc = 30 MPa, for 21 AEs.
Using Mc = −8.7 we estimated the G-R b-value based on the Aki-Utsu maximum
likelihood method (Aki, 1965; Utsu 1965). The best fits we obtained are given by the
black dashed lines and are b = 0.57± 0.02, b = 0.65± 0.03 and b = 0.66± 0.04 at
Pc = 30MPa, 45 and 60 MPa respectively. The experiments conducted at Pc = 45
MPa and Pc = 60 MPa show a similar G-R distribution of the AEs with a net de-
crease of the number of AEs beyond Mw − 7.6. This is in sharp contrast with the
experiment conducted Pc = 30 MPa which is characterized by a significant larger
number of AEs beyond Mw − 7.6. Quite remarkably, at Pc = 30 MPa the G-R distri-
bution of the AEs tends to follow a double distribution.

3.3.3 AE and stick-slip nucleation locations

The figure 3.4 displays on the left the photographs of the simulated faults after the
experiments. AE (circles) and stick-slip nucleation (stars) locations onto the fault
planes are shown at the center and on the right respectively. The colorscale refers
to the SSE index. The size of the circles was set according to the estimated moment
magnitudes. Assuming a circular source shape, the typical source sizes for an AE
with Mw = 7 and for an AE with Mw = 8 are about 3 mm and 1 mm respectively.
Only the AEs for which the residual times were less than 0.3 µs (which equates to
2-3 mm of location accuracy depending on the location of the AE with respect to the
acoustic sensors array) are shown. Therefore large AEs are over represented on the
figure.
The fault surface at Pc = 30 MPa is the one that presents the largest amount of gouge
particles. Gouge particles tend to concentrate in the middle of the fault and to cluster
into patches that are elongated in the direction of sliding. The typical size of these
patches is of the order of few millimeters. It should be noted that we looked at the
other surface condition and both surfaces were symmetrical. Therefore, zones with-
out gouge particles are not due to gouge removal when the two pieces of the rock
specimen were separated after the experiments. AEs correlate well with areas where
gouge particles are concentrated. However, there are zones covered with gouge par-
ticles where no AEs where detected (for instance on the area on the top part of the
fault). Although it is hard to get a precise view of the evolution of AE locations with
the successive ruptures, it seems that most of the AE activity at the last stage of the
experiment is concentrated in the middle of the fault plane. Quite remarkably, we
can observe that SSEs nucleation tend to locate in the same area at the early stage
of the experiment and then migrate to another region. Another characteristic that is
easily observable at the last stage of the experiment is that SSEs tend to nucleate at
the edges of the areas where most of the precursory AE moment was released.
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The simulated fault at Pc = 45 MPa presents less gouge particles compared to the ex-
periment conducted at Pc = 30 MPa. We still observe patches where gouge particles
concentrate but these are more heterogeneously distributed on the fault. Similarly
to the experiment conducted at Pc = 30 MPa there are areas covered by gouge parti-
cles where few or no AEs were detected (for instance, on the lower edge of the fault
on the left). Because there are less AEs here, it is easier to observe that their locations
mirror fairly well the geometry of the areas covered by gouge particles. In the same
way than the experiment conducted at Pc = 30 MPa, SSEs nucleation migrated over
time (from the left edge of the fault plane to the right edge). We can observe as well
that SSEs do not necessarily nucleate where most of the AE is concentrated.
At Pc = 60 MPa, gouge particles are homogeneously distributed over the fault sur-
face. Unlike the other two experiments, we no longer observe patches of gouge
particles. AEs tend to locate in a reduced region of the fault surface with respect to
the other two experiments. In that case, we can observe migration of the AE activity
with the successive ruptures, which seems roughly correlated with SSEs nucleation
locations.

Microstructural and fault surface roughness analysis

The figure 3.5 displays the post-mortem fault surfaces observed using scanning elec-
tron microscopy (SEM). The large scale view of the fault surfaces at Pc = 30 MPa
and Pc = 45 MPa (Figures 3.5 . and d respectively) reveals highly damages zones
with a large quantity of generated gouge particles that cluster into patches. Gouge
particles present a size ranging from 10 µm to 100 nm (Figure 3.5 a) and cover topo-
graphic highs with size of the order of few tens of µm (Figure 3.5 b) that we might
interpret as small scales asperities. The enlarged view of the fault surface at Pc = 60
MPa (Figure 3.5 d) also reveals fine gouge particles production but the latter are not
aggregated but rather homogeneously distributed on top of stretched and elongated
surfaces in the direction of sliding. Zooming on the fault surface at Pc = 60 MPa
allows us to observe stringy microstructures that contain gas bubbles. This suggest
partial metling of the fault surface during slip. The micro-crack that crosses the
residual melt results likely to the rapid cooling following melting. We can observe
that a fraction of the small gouge particles are trapped into the melt. We can guess
that the temperature reached a level close to the melting point at Pc = 45 MPa. The
fault surface displays elongated patterns as well (Figure 3.5 d). On a smaller scale
(Figure 3.5 c), the fault surface has compacted and flatten microstructures that fol-
low the direction of slip which could result from plastic processes.

Fault surfaces roughness were accurately measured over 15 mm x 30 mm surfaces
using a laser profilometer with 0.05 µm of resolution (figures 3.6 a, b and c at Pc = 30,
45 and 60 MPa respectively). Sampling points are separated by ≈ 20 µm which
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FIGURE 3.4: Fault surfaces conditions, AE and stick-slip nucleation
locations. Circle size refers to the AE moment magnitude and was
set according to the estimated source size. The colorscale refers to the
SSE index. Only the AEs whose location errors are less than 2-3 mm

are reported here.
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FIGURE 3.5: Microtexture of the fault surfaces after stick-slip experi-
ments under Scanning Electron Microscopy at : a., b. Pc = 30 MPa,
c., d. Pc = 45 MPa and e., f. Pc = 60 MPa. The direction of sliding is
indicated by the white arrow. a. Small scale view of gouge particles
with various sizes ranging from few µm to 100 nm. b. Enlarged view
of a. showing an highly damaged surface covered with patches of
gouge particles heterogeneously distributed. We sense a small scale
asperity at the center slightly deformed into the direction of sliding. c.
Small scale view of amorphous fine gouge particles layer. d. Enlarged
view of c. showing clusters of smashed gouge particles with sizes up
to 10 µs. The fault surface presents striations along the sliding di-
rection which suggest plastic deformation during stick-slip events. e.
Small scale view of the fault surface showing evidence of partial melt-
ing during sliding. A fraction of the small gouge particles is trapped
into the melt. f. Large scale view of e. showing stretched and elon-
gated surfaces formed due to partial melting and covered with (more)

homogeneously distributed gouge particles.
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equates a total number of sampling points of 1538x769 for each surface. Note that
due to a light contrast issue, the measure of the topography at Pc = 30 MPa failed
over a fraction of the sampled surface (indicated in light grey). Elevations range
from about -25 to 25 µm. At the lowest confining pressure we can observe coarse
topographic highs (red colors) elongated in the direction of slip. These large and
rough asperities likely correspond to the accumulation of gouge material with slip.
The bigger one that we can see (at the bottom left) is about 2 mm thick, 5 mm long
and 25 µm high. Compared to the other two experiments, there are no patterns
that mark the coseismic displacement accumulated with the successive ruptures at
Pc = 60 MPa. which is likely due to partial melting of the fault during stick-slip
instabilities. At the intermediate confining pressure Pc = 45 MPa, striations of the
fault surface likely formed by mechanical abrasion have been preserved and reveal
a flattened surface. At that scale it can clearly be seen that the roughness of the fault
surfaces at Pc = 45 MPa and Pc = 60 MPa are similar and less rough compared to
the experiment conducted at Pc = 30 MPa.
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FIGURE 3.6: Microtopography of fault surfaces at: a. Pc = 30 MPa,
b. Pc = 45 MPa and c. Pc = 60 MPa. The microtopography was
measured using a laser profilometer presenting a resolution of 0.05
µm. The colorscale indicate the microtopography and is given in µm.
Sampled surfaces are 15 mm wide and 30 mm long and correspond to

the black rectangles shown on the right.
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3.4 Discussion

3.4.1 Statistics of the nucleation phase

Characterization of fault surfaces roughness

We estimated the Hurst exponent H which is a scaling exponent that characterizes
the fault surfaces roughness or more precisely the energy ratio between long and
short wavelengths. To estimate H, we compute the Fourier power spectrum for each
individual parallel profiles I(k) perpendicularly and parallel to the slip direction
as a function of the wavenumber k. Then we compute the average spectrum P(k)
(Figures 3.7 a and b) of the whole surface in both directions (i.e., perpendicular and
parallel to the slip direction) by stacking the individual Fourier transforms such as:

P(k) =
n=N

∑
n=1

In(k) (3.1)

where N is the total number of 1-D profiles. This ensures to lower the noise con-
tained in 1-D individual profiles. For a self-affine 1-D profile, the Hurst exponent
ranges between 0 ≤ H ≤ 1 and P(k) satisfies a power law of the form P(k) ∝ 1−1−2H.
The physical meaning of a self-affine (i.e. fractal) 1-D profil of length n is that its
roughness r will increase as ∆nH after the linear transformation n −→ n∆n.
A common feature to all the experiments is that fault surfaces roughness are simi-
lar both in terms of shape and amplitudes along the perpendicular and the parallel
directions of sliding. This implies quasi-isotropic fault surfaces roughness and con-
trasts with what is observed in the case of natural faults. A large majority of natural
faults are characterized by anisotropic self-affine surfaces (Candela et al., 2009). Al-
though the Hurst exponents vary in the range [0.4 - 0.9], H is found to be around
0.6 along the direction of sliding, and around 0.8 in the direction perpendicular to
the sliding direction. We may assume that the initially smooth fault surfaces in our
experiments prevent the production of roughness anisotropy. Another possibility
is that additional rapid slip episodes are required for the production of roughness
anisotropy. It is noteworthy that isotropic roughness also implies that gouge par-
ticles produced during slip are not only transported along the direction of slip but
also perpendicular to it.
We found that for wavenumbers k less than 4.103 (≈ 0.25 mm), fault surfaces rough-
ness are characterized by a similar Hurst exponent H close to 0.4 which is rather
low compared to what is typically found for natural fault but is a lower bound. A
low Hurst exponent as opposed to a high Hurst exponent has the primary physi-
cal meaning that the long wavelength amplitudes are smaller relative to the short
wavelength amplitudes which in the case of our experiments may be intrinsically
related to fault surface preparation. The topography at long wavelength is necessar-
ily damped to ensure an homogeneous contact between the two parts of the sample.
However, to ensure a minimum of cohesion, the fault surfaces are lapped with a
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fine-grained abrasive paper (#120 grit paper in this case, average particle diameter
of about 125 µm), which, in turns, produces small wavelength topography.
It can be clearly observed that fault surfaces roughness are nearly identical at Pc =

45 and Pc = 60 MPa. At Pc = 30 MPa the long wavelength roughness that has
been increased due to gouge particles accumulation emerges for wavenumbers k
less than about 4.103 (≈ 0.25 mm) in comparison with the other two experiments.
It can be clearly observed that Fourier power spectra of fault surfaces topography
share significant similarities with the G-R frequency magnitude distributions of the
precursory AEs. For moment magnitude Mw larger than about -7.6, the G-R slope
rapidly drops at Pc = 45 MPa and Pc = 60 MPa but is unchanged at Pc = 30
MPa. This could be the reciprocal of the decrease in roughness amplitudes for the
wavelengths higher than about 0.25 mm (k ≈ 4.103) observed at Pc = 45 MPa and
Pc = 60 MPa. We can speculate onto the fact that the G-R distribution of the AEs
moment magnitudes mirrors the fault surfaces roughness. This is intriguing but
would require quantitative analysis to be validated.
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Evolution of the precursory AEs activity towards nucleation

The figures 3.8 a,b and c display the evolution of the AEs b-values with respect to the
time to failure at different time intervals at Pc = 30MPa, Pc = 45MPa and Pc = 60
MPa. Here, all AE sequences were aligned with respect to the normalized time to
failure and stacked. For each experiment, the time intervals were selected in order
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to contain a similar number of AEs. To ensure that no bias would be introduced due
to AEs saturation we computed the b-value either by tacking into account all AEs
magnitudes (diamond symbols) or by removing AEs with Mw > −7 (square sym-
bols). Taking into account or not the AEs that saturated impacts only the absolute
b-values but not the general trend.
Hereafter, we discuss on the fluctuations of the b-values for the complete AEs cata-
logs (i.e. that includes all magnitudes). At Pc = 30 MPa we estimate that the b-value
is about 0.68± 0.02 up to (on average)≈ 3 seconds prior to failure. Then, the b-value
drops rapidly to an almost constant level: 0.49 ± 0.02 and 0.52 ± 0.02. At Pc = 45
MPa the b-value is close to 0.7 ± 0.04 up to ≈ 2.5 s prior to failure and then drops
to 0.54 ± 0.04 and 0.59 ± 0.04. For both experiments, the b-value seems to increase
slightly in the last tenths of a second but this lies into the range of uncertainties.
Variations of the AEs b-value prior to failure are more complicated to analyse for the
experiment conducted at Pc = 60 MPa for two reasons (i) the large uncertainties and
(ii) about 90 % of the AEs were recorded in the last 3 seconds prior to failure which
lowers considerably the temporal resolution of b-value variations during stick-slip
cycles. In comparison about 30 % and 25% of the total number of AEs were gen-
erated before entering the last 3 seconds before failure. However, unlike the other
two experiments the b-value is initially low, close to 0.61 ±0.06. In the last second
prior to failure the b-value returns to a fairly high value, about 0.76 ± 0.08 and then
decreases again to 0.67 ± 0.05.
Temporal variation in b-value prior to failure has been well documented during frac-
ture experiments conducted on intact rock samples (Scholz, 1968b) and during rock
friction experiments (Goebel et al., 2012; Kwiatek et al., 2014; Rivière et al., 2018).
Fracture experiments on intact samples lead to a decrease of the b-value with in-
creasing the differential stress which takes its origin in the formation and the coales-
cence of microfractures. Such a process causes a large number of AEs to be gener-
ated and a smooth and accelerating drop of the b-value up to the time of failure. In
the case of foreshock sequences preceding large subduction earthquakes (Suyehiro,
1966; Enescu and Ito, 2001; Nanjo et al., 2012; Tormann et al., 2015), decreased in b-
value has also been observed. However, foreshocks that precede large earthquakes
can happen over different time scales, ranging from hours to years. Long term vari-
ations of the b-value are usually attributed to stress accumulation or partial stress
release while short term variations are related to the mainshock nucleation. Based
on the two experiments conducted at Pc = 30 MPa and Pc = 45 MPa we can at
least say that large AEs rapidly grow in the last seconds preceding failure. The rapid
drop of the b-value prior to stick-slip instabilities better suggests rapid weakening
of the fault interface in a short interval of time close to rupture propagation.

Precursory AEs dynamics and fault maturation

The figures 3.9 a,b and c compares the along fault displacement, the along fault ve-
locity, the cumulative number of AEs and the cumulative AE moment release with
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FIGURE 3.8: Cumulative AE moment release and b-value evolution
prior to failure at : a. Pc = 30 MPa, b. Pc = 45 MPa and c. Pc = 60
MPa. The cumulative AE moment release is relative to the normal-
ized time to failure and results from the stacking of all the precursory
AE sequences. Square and diamond symbols show the AEs b-values
and their uncertainties that were estimated at various time intervals
relative to the onset of stick-slip instability. Square symbols corre-
spond to the b-values that were estimated after removing the satu-
rated AEs (Mw > 7) and the diamond symbols show the b-values

that were estimated using the full AEs catalogs.
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respect to the time to failure at Pc = 30 MPa, Pc = 45 MPa and Pc = 60 MPa respec-
tively. Each quantity is normalized by its maximum value at the time of the failure.
Here again, all AE sequences are stacked to bring out a general trend. The grey
shaded area around the AE moment release corresponds to the cumulative error of
the magnitude estimates. The figures 3.9 d, e and f show the cumulative precursory
AE activity per SSE during the experiments at Pc = 30 MPa, Pc = 45 MPa and
Pc = 60 MPa respectively . The cumulative precursory AE activity is normalized
by its final value (i.e. at the time of failure) and is shown with respect to the nor-
malized time to failure. The colorscale refers to the SSE index and the black curves
result from the stacking of all sequences. Note that for visual inspection, not all AE
sequences are shown at Pc = 30 MPa (Figure 3.9 d) and at Pc = 45 MPa (Figure 3.9
e).

Consistently with previous experimental studies (McLaskey and Lockner, 2014; Pas-
selègue et al., 2017), we have always observed that the displacement onto the fault
accelerates preceding failure. However, fault slip appears to be necessary, but not
sufficient, for the production of AEs. Both the number of AEs and the AE moment
appear to correlate with the slip rate onto the fault. This is particularly well illus-
trated in the last seconds prior to failure during which the AE moment release almost
collapses with the slip rate onto the fault. However, there are notable differences in
term of both the AE moment release and the mechanical behavior of the fault sur-
faces between the experiments. Regarding the AE moment release, the experiment
conducted at the Pc = 30 MPa exhibits the smoothest behavior. Seismic energy is
continuously radiated from the fault but in a delayed fashion with respect to the slip
rate. For instance, between about -15 s and -5 s, the slip rate linearly increases with
time while the AE moment release remains low. These features can be retrieved for
the experiments conducted at Pc = 45 MPa. The AE moment release follows the
fault slip rate but is delayed and starts to intensify only once the fault accelerates. In
the same way than the experiment conducted at Pc = 30 MPa, the slip rate increases
linearly before accelerating (between about -5 and -2 s prior to failure). However,
compared to the experiment conducted at Pc = 30 MPa, the slip rate onto the fault
and the AE moment release increase later prior to stick-slip instabilities and at higher
rate. The picture depicted by the experiment conducted at Pc = 60 MPa is some-
what different. Here, we can get a better picture of the cause of the low b-value
far from nucleation. Although we observe a clear correlation between the fault slip
velocity , the seismic energy is not released continuously, but rather in bursts. For
instance, the two largest AEs that we recorded (Mw > −6.9) happen about -17 s and
-5 s prior to failure, while the fault had not accelerated yet. This case is not limited to
the experiment conducted at Pc = 60 MPa and also occurred during both the exper-
iments conducted at Pc = 30 MPa and Pc = 45 MPa. Even at the small scale of the
experiments presented here, stress and thus strain are not homogeneously released
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during coseismic displacement. These variations are extremely small given the or-
ders of magnitude of difference between the SSEs and the precursory AEs here (SSEs
have Mw of the order of ≈ -3.5 typically) but are sufficient to trigger the rupture of
small patches without external forcing such as slip acceleration. Also, the stacking
procedure inherently smooths the variability of precursory AEs occurrence prior to
failure. Precursory AE sequences can be very variable from one to another. It is
likely that if a larger number of AE sequences would had been stacked together, as it
is the case for the other two experiments, the general trend described above would
have emerged better.
Increasing the slip rate will cause local stressing rate and will lower the frictional
resistance of locked portions of the fault as could be expected from rate and state
models (Dieterich, 1978; Ruina, 1983) or from pure mixed velocity-dependent and
slip-dependent weakening law (Rabinowicz, 1958). AEs may occur when stress ap-
plied onto the fault exceeds the strength of local brittle fault patches or may reflect
the brittle destruction of fault surface topography. Most of the time for the suffi-
ciently large AEs (Mw > 8.6) we could observe positive and negative first P-wave
arrivals which implies that most of the moment release is deviatoric. According
to the observation that the acceleration of pre-slip precedes and drives the AE mo-
ment release, this better suggests that precursory AEs highlight the rupture of locked
portion of the fault within a larger portion that is slipping aseismically. Similar be-
havior was observed by the experimental studies of McLaskey and Kilgore (2013)
conducted on a large scale bi-axial apparatus. This is also consistent with the ob-
servations at the scale of crustal faults. Bouchon et al. (2013) showed that foreshock
sequences were more common for interplate than for intraplate earthquakes due to
facilitating slow slip phase at plate boundaries. Similarly, McGuire et al. (2005) have
observed that oceanic tranform faults with relatively high-slip rates were producing
more foreshock sequences. However, how much and how long a loaded fault sub-
ject to slow slip can radiate seismic energy will depend at first order on its degree of
heterogeneity.

The experiment conducted at Pc = 30 MPa gives the clearest example of what we
would call "fault maturation" (Figure 3.9 d). The number of precursory AEs occurs
earlier during loading when increasing fault slip history. At the last stage of the
experiment, AE sequences (dark red colors) exhibit a high level of similarity. Sum-
ming all AE sequences results in a smooth increase of the cumulative number of
AEs. These characteristics can be approximately retrieved at the intermediate con-
fining pressure, Pc = 45 MPa (Figure 3.9 e) but not at Pc = 60 MPa (Figure 3.9 f).
During this experiment, AEs occur later which results in a sharper acceleration of
the cumulative number of AEs towards the nucleation. A noticeable difference at
Pc = 60 MPa lies in the absence of AEs early during loading. In the other hand,
the experiment conducted at Pc = 60 MPa is the only one during which the first se-
quence of AEs has released a comparable amount of seismic energy with respect to
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FIGURE 3.9: Comparison between the normalized along fault dis-
placement, along fault velocity, cumulative number of AEs and cu-
mulative AE moment release as a function of the normalized time to
failure at: a., Pc = 30 MPa, b., Pc = 45 MPa and c., Pc = 60 MPa. All
curves result from the stacking of all the SSEs. The grey shaded area
around the AE moment release corresponds to the cumulative error
of the magnitude estimates. Evolution of of the normalized cumula-
tive number of AEs as a function of the normalized time to failure
at: d., Pc = 30 MPa, e., Pc = 45 MPa and f., Pc = 60 MPa. The col-
orscale indicates the SSE index and the black curves result from the

stacking of all precursory AE sequences.
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the ones that followed. At Pc = 30 MPa and Pc = 45 MPa, the AE moment release
prior to failure started to significantly increase after 10 stick-slip cycles. However,
when averaging over all the AE sequences, the experiments conducted at Pc = 45
MPa and Pc = 60 MPa are characterized by a similar frequency-magnitude distri-
bution of the AEs. Conversely, significantly more large AEs were generated during
the experiment conducted at Pc = 30 MPa. We can attempt to interpret these differ-
ences of time of occurrence of AEs prior to failure and of AE moment release relying
on microstructural and fault surface roughness analysis.
Multiscale roughness may provides the heterogeneity of fault strength necessary to
produce small ruptures. Large asperities that have been formed at Pc = 30 MPa
have increased the level of heterogeneity in terms of stress concentration and thus in
term of fault strength compared to the other two experiments. This has lead to larger
AEs prior to failure at Pc = 30 MPa compared with the other two experiments. At
Pc = 45 MPa and Pc = 60 MPa, same roughness produce similar AEs. We can argue
that fault surfaces were more scrubbed at Pc = 45 MPa and Pc = 60 MPa because
of the thermal activation of either plastic deformation processes or partial melting.
It is noteworthy that during the experiment conducted at Pc = 45 MPa and Pc = 60
MPa the amount of pre-slip was quite similar (about 9 µm on average) compared to
the experiment conducted at Pc = 30 MPa ( about 6 µm) on average. This is proba-
bly caused by the organized large scale roughness resisting slip (Schaff et al., 2002)
that has developed at Pc = 30 MPa.
However, almost no large AEs were produced at the early stage of the experiments
conducted at Pc = 30 MPa and Pc = 45 MPa. Let us take a step back to the me-
chanical data. At Pc = 30 MPa and Pc = 45 MPa, the first SSE happened at partic-
ularly low stress conditions, when the average normal stress σn onto the fault was
about 43 MPa and 65 MPa respectively. The associated coseismic displacements
were about 31 µm and 59 µm. In comparison, at Pc = 60 MPa the first SSE oc-
curred when the normal stress acting onto the fault was about 98 MPa and lead to a
coseismic displacement of 184 µm. Slip during the first SSE at Pc = 60 MPa proba-
bly produced fine gouge or accentuated topographic heterogeneities that effectively
increased the roughness and promoted the generation of relatively large AEs prior
to the subsequent SSE. Therefore, the fault was already "mature". At the other two
confining pressure conditions, more SSEs were required to increase the roughness
due to lower coseismic displacements and lower normal stress conditions. Once a
sufficient amount of gouge particles or topographic heterogeneities were produced,
both the number of AEs and the AE moment release started to intensify.
Finally, the absence of AEs far from nucleation at Pc = 60MPa may be related to the
distribution of the gouge particles and theit interactions with the underlying sur-
face. AEs that happen early during loading are considerably small, which cause the
high b-values far from nucleation at Pc = 30 MPa and Pc = 45 MPa. We interpret
these small AEs as either micro-shear events or sudden buckling in a force chain that
would happen in a compacted granular gouge layer (Mair et al., 2002; Hartley and
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Behringer, 2003). Thus, these small AEs cannot be generated at Pc = 60 MPa be-
cause of either the homogeneous distribution of the gouge particles onto the fault or
due to the fact that a significant fraction of the gouge particles are trapped into the
melt. However another possibility if that small AEs that happen early during load-
ing at Pc = 30 MPa and Pc = 45 MPa reflect microfracturing processes promoted
by the accumulation of damaged with the successive ruptures.

Spatial and temporal behavior of precursory AEs

Here we look at the evolution of the precursory AEs spatial distribution towards
failure. The figures 3.10 a, b and c display the distance to nucleation of the precur-
sory AEs with respect to the normalized time to failure at Pc = 30 MPa, Pc = 45
MPa and Pc = 60 MPa respectively. The distance to nucleation was binned into 10
log-distributed time intervals (horizontal axis). The average distance and its stan-
dard deviation into each bin is indicated by the cyan triangles. To the left is shown
the pdf of the precursory AEs as a function of their distance to nucleation. Note that,
AEs located with more than 0.3 µs travel time residuals (about 2-3 mm of location
accuracy) were removed. At the lowest confining pressure, Pc = 30 MPa, nothing
indicates on spatial migration of the precursory AEs towards the nucleation. Precur-
sory AEs remain randomly distributed over the fault surface, up to the time of fail-
ure. Most of the precursory AEs occur at larger distances than 20 mm. Although we
cannot talk appropriately speaking of a well defined migration, migration patterns
only emerge, on average, when increasing the confining pressure. At the highest
confining pressure, Pc = 60 MPa, AEs occur on a more localized portion of the fault
surface and get closer to the nucleation as the rupture is approaching. On average,
most of the precursory AEs are located within 10 to 15 mm to the nucleation.
The first information that is given by the distance to nucleation of the precursory
AEs is related to the way SSEs initiate. In all experiments, we have always observed
that SSEs only initiate when preslip is already accelerating. This preslip corresponds
to the large nucleation of the SSE and drives the smaller scale seismicity (i.e. AEs).
However, one may ask if the SSEs correspond to the growth of a small AE in a
cascade-up process or to the dynamic propagation of the nucleation zone that has
reached the critical nucleation length Lc. For instance, we could imagine that SSEs
initiate with preslip, that this preslip triggers the AEs but also weakens sufficiently
the strength of the fault to allow a small instability to grow large. In such a scenario
we would expect to consistently observe that precursory AEs that occur in the last
milliseconds are co-localized with the nucleation. This would result in a clear mi-
gration of the precursory microseismicity towards the nucleation which is not what
we observe. In our experiments, we found that SSEs do not nucleate where the pre-
cursory AE activity concentrates. Instead, SSEs tend to nucleate at the edges of the
areas where most of the precursory AE moment was released. This is well illus-
trated for the last SSEs at Pc = 30 MPa and Pc = 45 MPa (Figure 3.4). Moreover,
we would expect that cascade process would be promoted by the occurrence of large
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AEs. The largest AEs were generated during the experiment conducted at the lowest
confining pressure pressure Pc = 30 MPa. In this experiment, there is no indication
of migration over time. Therefore, we can argue that, in most cases, the dynamic
propagation of the rupture results from the large nucleation process of the SSE but
not from a small AE that dynamically triggers the SSE in a cascade-up process. The
latter case may have happened but that would be more the exception than the rule.
We attempt here to give a qualitative explanation to the migration patterns that are
promoted by increasing the confining pressure. We may assume that if the nucle-
ation zone is smaller, there is more chance that the precursory AEs occur at shorter
distances to the nucleation which would favor migration. According the slip weak-
ening linear (Ida, 1972; Campillo and Ionescu, 1997; Uenishi and Rice, 2003) or rate
and state friction (RAS) laws (Rubin and Ampuero, 2005; Ampuero and Rubin, 2008)
we expect the critical nucleation length Lc to decrease with increasing the normal
stress acting onto the fault such as:

Lc = 2.β.
µDc

σn( fs − fd)
(3.2)

for the linear slip weakening law where µ is the shear modulus of the rock sample,
Dc is the critical slip distance, σn is the normal stress acting onto the fault, fs and
fd are the static and the dynamic friction coefficient respectively and β is a non-
dimensional shape factor coefficient (≈ 1.158). For RAS friction laws:

Lc =
µDc

σn(b− a)
(3.3)

whereh b and a are the constitutive parameters of RAS friction laws. According to
(3.2) and (3.3), Lc will decrease with increasing the normal stress acting onto the
fault and the friction drop. However, Dc is expected to increase with increasing the
normal stress acting onto the fault. For instance, assuming a purely slip weakening
behavior, Dc is expressed as (Ida, 1972; Palmer and Rice, 1973; Rice, 1979):

Dc =
16(1− ν)

9π

Vrtwσn( fs − fd)

µ
(3.4)

where Vr is the local rupture velocity, tw is the weakening time and ν is the poisson’s
ratio of the rock specimen. Therefore, Dc is also expected to increase with the nor-
mal stress acting onto the fault and the friction drop. Moreover, while the weakening
time tw does not vary with stress conditions (Passelègue et al., 2016), we expect that
the rupture velocity will, on average, increase with increasing the normal stress act-
ing onto the fault. Therefore, we do not necessarily expect that the nucleation length
Lc decreases with increasing σn.
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FIGURE 3.10: Distance to nucleation of the precursory AEs as a func-
tion of the normalized time to failure at : a. Pc = 30 MPa, b. Pc = 45
MPa, c. Pc = 45 MPa. The cyan triangles indicate the average dis-
tance to nucleation and its standard deviation computed into 10 log-
distributed time intervals. On the left is shown the pdf of the precur-

sory AEs as a function of their distance to nucleation.
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One possibility may lie into stresses heterogeneity. Let us assume that the nucleation
expands in a crack-like fashion. Inside the crack, the shear-stress drop ∆τ can be
approximated as the shear modulus µ inside the crack times the ratio between the
slip velocity Vs and the shear-wave velocity Cs such as:

∆τ = −µ
Vs

Cs
(3.5)

In the case of an expanding crack, the slip velocity is maximum at the tips and nearly
uniform inside the crack. As the nucleation zone expands, the unlocked portion of
the fault in the interior of the nucleation zone releases stresses. Due to stress per-
turbations close to the tips of the nucleation zone, the stress-drop ∆τ is positive
near the tips and decreases and becomes negative in direction of the center of the
nucleation zone. However, this is only valid for the unlocked portions of the fault
inside the nucleation zone. Stresses on locked portions of the fault in the interior
of the nucleation zone continuously increase during nucleation. In that case, the
stress-drop ∆τ is positive near the tips and decreases but remains positive in direc-
tion of the center of the nucleation zone. Let us propose the following mechanism
for migration. AEs may occur if the applied stress to a locally brittle patch exceed
its strength. The precursory AEs at relatively large distances from the center of the
nucleation zone are triggered first due to stress perturbations at the tips of the nu-
cleation zone, which are sufficient to overcome the critical strength of the locked
portions of the fault interface. As the nucleation zone expands, the stresses increase
in the interior of the nucleation zone. Because of the negative gradient of the stress
profile that goes from the edges of the nucleation zone to its center, the precursory
AEs will tend to migrate towards the center of the nucleation zone. This mechanism
is schematically presented in figure 3.11 d. As an illustration, the figures 3.11 a, b
and c display a summary of the precursory AEs sequence prior to SSE #6 during the
experiment conducted at Pc = 60 MPa. The cumulative AE moment release and
along fault displacement in the last 10 seconds prior to failure are shown in figure
3.11 a. The figure 3.11 b displays the distance to nucleation of the precursory AEs
prior to failure and the figure 3.11 c shows the locations on the fault plane of the
precursory AEs. The colorscale refers to the occurrence time of the precursory AEs
relative to failure and the star symbol indicates where the nucleation initiated. This
sequence is characterized by three bursts of microseismicity which occurred about
-2.2, -0.5 and -0.1 s prior to failure (Figure 3.11 a). The AE moment release rapidly
increased in the same way that the displacement onto the fault which is consistent
with the interpretations made so far (i.e., AEs highlight the rupture of brittle fault
patches within the interior of the nucleation zone). In that case, the migration of the
precursory AE activity towards the nucleation can clearly be seen. Initially, the pre-
cursory AEs occurred at distances of about 20-25 mm from the nucleation and then
rapidly migrated towards the nucleation (Figure 3.11 b). To be fully consistent with
the interpretation proposed above, the edges of the nucleation zone were close to
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the locations of the first burst of microseismicity that occurred about -2.2 s prior to
failure (Figure 3.11 c). In the case of a self-similar crack, we expect that the displace-
ment in the interior of the nucleation zone grows as the nucleation zone expands.
According to the displacement along the fault, we can assume that the nucleation
zone has then rapidly expanded after -2.2 s prior to failure. This has resulted into
the fast loading of the locked portions of the fault and the subsequent bursts of mi-
croseismicity. The spatial migration of the precursory AEs was then controlled by
the shear-stress gradient in the interior of the nucleation zone. In such a scenario,
migration will be promoted if the brittle patches that rupture are characterized by
an homogeneous critical strength, otherwise, the precursory AEs will tend to ran-
domly distribute relative to the center of the nucleation zone. Assuming that fault
strength heterogeneity is provided by multiscale roughness of the fault plane, this
may explain why migration is not observed at the lowest confining pressure Pc = 30
MPa but only emerges when increasing the normal stress applied onto the fault. It
should also be noted that AEs may also be able to trigger each other due to dynamic
or static stress transfer. In that case, we would expect them to draw a well defined
path, both in time and space, which is not what we observe. Therefore, this may
happen but is likely of second order for the occurrence of precursory AEs.
Foreshock migration prior to large earthquakes is often attributed to slow-slip prop-
agation towards the hypocenter of the mainshock (Kato et al., 2012; Ruiz et al., 2014;
Kato and Nakagawa, 2014). It has also been suggested that fluids diffusion towards
the hypocenter of the mainshock may trigger foreshock swarms by reducing the ef-
fective normal stress (Moreno et al., 2015; Socquet et al., 2017). The experiment were
conducted under dry conditions which makes the latter case unlikely. Slow slip tran-
sients usually involve slip rates that range from 10 to 100 µm/s. This is more that
what we observe during our experiments, fault slip rates are typically of the order
of few µm/s in the last tenth of a second prior to failure. The question whether
slow slip transients prior to large earthquakes are part of the nucleation process or
not is still debated. Prior to the 2014 Mw 8.2 Iquique earthquake and to the 2011
Mw 9.0 Tohoku-oki earthquake it has been observed that slow slip transients were
not associated with the acceleration of slip and thus the acceleration of foreshock
rate characteristics of the nucleation process. Therefore, slow-slip transients were
not interpreted as part of the nucleation process. This contrasts with the case of the
1999 Mw 7.6 Izmith earthquake prior to which foreshock migration and acceleration
close to the mainshock hypocenter was reported (Bouchon et al., 2011). We have
attempted to give a qualitative interpretation of the migration of the microseismicy
towards the nucleation during our experiments. This may also be a plausible expla-
nation of foreshock migration and acceleration prior to natural earthquakes. In such
a case, there is no need to involve fluids diffusion of slow-slip propagation.

Here we look at the temporal evolution of the cumulative number of precursory AEs
prior to failure. When averaged over numerous foreshock sequences, it is known
that the foreshock rate N(t) increases as an inverse power law of the time to the
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FIGURE 3.11: a. Cumulative AE moment release and along fault dis-
placement in the last 10 seconds prior to SSE #6 during the experiment
conducted at Pc = 60 MPa. b. Distance to nucleation of the precur-
sory AEs prior to failure. c. Locations, sizes and timing of the precur-
sory AEs that occur prior to SSE #6 (Pc = 60 MPa). The colorscale
refers to the timing of the AEs relative to failure. Circle size indicates
the moment magnitude and was set according to source size. The
star symbol indicates the nucleation location. d. Schematic view of
the shear-stress evolution on locked portions of the fault (i.e., in the
interior of the nucleation zone) during nucleation. The black dashed
lines indicate the shear-stress profile. The red line idealizes the criti-
cal strength of the locked fault patches in the case of an homogeneous
medium. The star symbols depict a schematic view of the migration
in time and space of precursory AEs towards nucleation initiation.
The stress perturbations at the tips of the nucleation zone trigger the
precursory AE activity far from nucleation. As the nucleation zone
expands, stresses build-up in the interior of the nucleation. The shear-
stress gradient leads to the migration of the precursory AEs towards

the center of the nucleation zone.
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mainshock (Jones and Molnar, 1979) such as:

N(t) =
K

(c + ∆t)p (3.6)

where K is the foreshock productivity, c and p are empirical constants and ∆t is the
time that separates from the mainshock. A previous experimental study (Passelègue
et al., 2017) showed that the number of precursory AEs was increasing exponentially
towards failure. It has been argued that the exponential increase in precursory AE
activity is a consequence of the preslip that evolves exponentially up to the time of
the rupture. In our experiments, we found that precursory AE activity better follows
an inverse power law of time of the form of (3.6). The figures 3.12 a, b and c show
the cumulative number of AEs Na(t) in the last 35 seconds prior to failure at Pc = 30
MPa, Pc = 45 MPa and Pc = 60 MPa respectively. The cumulative number of AEs
results from the stacking of all AE sequences and is averaged over all sequences.
This allows us to conserve the smooth shape of the cumulative total number of AEs
and to compare between the experiments the average number of precursory AEs
during individual sequence. Thus we can express Na(t) as:

Na(t) =
K

(c + ∆t)p (3.7)

where ∆t is the time to failure which is positive in that case. The red curves display
the best fits that we obtained over the parameters c and p. The parameters p and c
were searched in the range [0.1-3] with a step of 0.01. We made the choice to link K
to c and p such as K = N f .(cp) where N f is the average cumulative number of AEs
at the time of failure. This ensures that the average cumulative number of AEs at
the time of failure equals N f . The logarithm of the residuals is given by the inserted
panels as a function of p and c. Residuals are normalized by the minimum (i.e.,
the value 0 indicates minimum). The best fits were obtained for c = 2.39 ±0.3 s
and p = 1.31± 0.08, c = 0.6 ±0.25 s and p = 0.79± 0.1 and c = 0.24 ±0.09 s and
p = 0.82 ± 0.05 at Pc = 30 MPa, Pc = 45 MPa and Pc = 60 MPa respectively.
Uncertainties correspond to the 90 % confidence level. The average AE rate is given
by the time derivative of (3.7) such as:

˙Na(t) = −K
p(c + ∆t)p−1

(c + ∆t)2p (3.8)

which gives:

˙Na(t) = −K
p

(c + ∆t)p+1 (3.9)
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As we could have expected, the power exponent p is higher for the average AE rate.
If we use the best values of p that we estimated, we obtained p = 2.31, p = 1.79
and p = 1.82 at Pc = 30 MPa, Pc = 45 MPa and Pc = 60 MPa respectively. This
values are larger that the typical values found for tectonic seismicity which are less
or close to unity (Helmstetter and Sornette, 2003b). It should be noted that we have
linked K to c and p which may affect the results. Indeed, the three parameters K, c
and p are linked to each other. The commonest way to estimate them if to use the
maximum likelihood method (Ogata, 1983). However, since we have linked K to
c and p in the same way for each experiment and that N f do not differ much (N f

equals 17, 13 and 14 at Pc = 30 MPa, Pc = 45 MPa and Pc = 60 MPa respectively)
we believe that the results obtained can be compared relative to each other. Most
of the time, the seismicity rate, either it is for foreshocks or aftershocks, is only re-
lated to the parameter p. The physical meaning of c received far less attention while
both will impact the seismicity rate. A decrease of c or an increase of p will result
in a higher seismicity rate. At the laboratory scale, it has been demonstrated that p
was increasing with increasing the strain rate (Ojala et al., 2004). A positive corre-
lation between p and stress heterogeneity has also been proposed in the context of
rate and state friction law (Dieterich, 1994). This would be consistent with the high
value of p that we found at Pc = 30 MPa compared with the other two experiments
since the fault surface presented higher roughness for this experiment (i.e. higher
stress heterogeneity). The parameter c may control in a sense when the microseis-
micity starts. We can assume that precursory seismicity (precursory AE activity in
the present case) may occur at earlier time in the case of an heterogeneous medium.
This will have a counter effect on the seismicity rate since the rupture of the locked
brittle patches of the fault plane will be more diffuse in time. In that case the param-
eter c will increase and the seismicity rate will decrease. This may explain why we
found an higher value of c for the experiment conducted at Pc = 30 MPa. However,
this is only speculation and would require further analysis and additional data to be
validated.
According to (3.9) and using the best parameters for c and p that we obtained, we
find that the average AE rate is about 5 times larger at Pc = 60 MPa compared with
Pc = 30 MPa and about two times larger Pc = 45 MPa compared with Pc = 30
MPa at the time of failure. This correlates well with the fault velocity. If we compare
with the average fault slip velocity in the last tenth of a second we find that the fault
slip rate is about four times larger at Pc = 60 MPa (about 4 µm/s) compared with
Pc = 30 MPa and about three times larger at Pc = 45 MPa compared with Pc = 30
MPa. Given the good correlation that we found between the shape of the cumula-
tive number of AEs prior to failure and the fault velocity along the fault (Figure 3.9),
we suggest that the AE rate close to rupture initiation is primarily controlled by slip
acceleration. However, it should be noted that this is only valid on average since
precursory AE sequences exhibit variable behaviors with respect to each other.
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FIGURE 3.12: Inverse power law of time of the average cumulative
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3.5 Scaling laws and implications for natural fault

AE source parameters

Earthquakes having a moment magnitude Mw of -4 to 8 satisfy the scaling relation-
ship M0 ∝ f 3

c (Aki, 1967; Abercrombie, 1995; Hiramatsu et al., 2002; Prieto et al.,
2004; Yamada et al., 2007; Kwiatek et al., 2011). The question whether the AEs gen-
erated during laboratory experiments are similar to earthquakes will determine if
knowledge obtained in the laboratory can be extrapolated to the natural field. The
figures 3.13 a, b and c display the estimated corner frequencies fc of AEs versus their
seismic moment M0 and their moment magnitude Mw at Pc = 30 MPa, Pc = 45
MPa and Pc = 60 MPa respectively. Errorbars for the estimated corner frequencies
and moment magnitudes are indicated in light gray. We recall that we could not
estimate fc for the AEs with moment magnitudes less than Mw − 8.6 due to too low
signal to noise ratio neither for the AEs with Mw > −7 due to the saturation of the
acoustic sensors. The figure 3.13 d shows the comparison between the AEs source
parameters and a corpus of other studies which gathers natural earthquakes and
laboratory generated AEs having moment magnitudes of -4 to 4. The figure 3.13 d
was re-adapted from the study of Yoshimitsu et al. (2014).
According to the expected scaling relationship between M0 and fc we find no differ-
ences between the AEs and the natural earthquakes. AEs have corner frequencies
that mostly range from 300 kHz (source size ≈ 3 mm) to 1.5 MHz (source size ≈ 0.5
mm). The average stress-drops we obtained are 1 MPa, 0.88 MPa and 0.68 MPa at
respectively Pc = 30 MPa, Pc = 45 MPa and Pc = 60 MPa. Quite surprisingly,
we find that larger AEs have larger stress-drops. This might be directly related to
insufficiently well calibrated acoustic sensors. Using momentum transfer from a ball
drop for acoustic sensors calibration McLaskey et al. (2015) showed that the peaks
of resonance that characterize the instrumental response of an acoustic sensor were
diminished under confinement. Because the acoustic sensors were calibrated under
atmospheric pressure, it is possible that particular frequency bands were artificially
over damped. Thus, corner frequencies lower than these frequency bands would
not be well estimated. Another possibility is that the length of the time window
that we used (50 µs centered on the theoretical first S-wave arrival) to compute the
spectra was too long to sufficiently reduce the energy coming from surface waves.
Surface waves carry high-frequency energy which, thus, will be contained into the
spectra. As we expect surface waves to be less attenuated for larger AEs this would
be consistent with overestimated corner frequencies for the largest AEs. However,
this feature might also be related to true characteristics of the AEs. Large AEs tend
to occur closer to stick-slip instability when the stressing rate is higher due to accel-
erating aseismic slip which will thus result in larger stress-drops for larger AEs.
Source parameters of the generated AEs during our experiments suggest that the lat-
ter can be considered as microearthquakes. In a sense, AEs might be closer to natural
earthquakes than SSEs since they involve the rupture of portions of the simulated
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FIGURE 3.13: Relationship between M0 and fc at: a. Pc = 30 MPa,
b. Pc = 45 MPa and c. Pc = 60 MPa. Dashed black lines repre-
sent stress drops of 0.01, 0.1, 1, 10, 100 MPa from Madariaga’s source
model (Madariaga, 1976). d. The AEs source paramters for all the
experiments are plotted as gray circles. The other points represent
a corpus of previous studies and were taken from Yoshimitsu et al.,

2014.

fault that are contained in an elastic material with the same mechanical properties.

Pre-seismic moment and coupling

We inferred that in our experiments, SSEs initiated as slow but accelerating aseismic
fault slip that was driving the occurrence of the precursory AEs. The figure 3.14 a
compares the total AE moment release per SSE Ma with the pre-seismic moment re-
lease Mp. Note that we report here only the precursory AE sequences that do not
include saturated AEs which equates to 67 SSEs out of 97. The figure 3.14 b shows
the pre-seismic moment release as a function of the co-seismic moment release. Our
data (diamond symbols) are plotted together with the observations made by two
previous experimental studies (Passelègue et al., 2017; Acosta et al., 2019, grey sym-
bols). The inserted figure displays the comparison between our observations made
on Mp and Mc and what was found for a set of large earthquakes. These earthquakes
are the 1999 Mw 7.6 Izmit earthquake (Bouchon et al., 2011), the 2011 Mw 9.0 tohoku-
Oki earthquake (Kato et al., 2012), the 2012 Mw 7.6 Nicoya earthquake (Voss et al.,
2018), the 2014 Mw 8.2 Iquique earthquake (Socquet et al., 2017) and the 2015 Mw
8.4 Illapel earthquake (Huang and Meng, 2018). The pre-seismic moment release
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and the co-seismic moment release were estimated according to Mp,c = µDp,cS with
µ being the gabbro shear modulus (µ = 40 GPa), S the surface of the fault and Dp

and Ds the pre-seismic slip and the co-seismic slip respectively. It should be noted
that Mp is an upper bound since the nucleation zone might be smaller than the total
surface of the fault.
The total AE moment release prior to nucleation represents only a very small per-
centage of the pre-seismic slip (Figure 3.14 a). The ratio between both ranges from
about 5.10−7 (5.10−5%) to 4.10−4 (0.04 %). Such a low coupling is consistent with the
fact that the SSEs principally nucleate after slow but accelerating aseismic fault slip
that reaches the critical length of nucleation Lc. It is likely that cascading failure pro-
cesses would require the rupture of sufficiently large locked portion of the fault to
propagate over the entire fault which might explain why SSEs do not begin as small
dynamic instabilities that rapidly grow into larger ruptures. However and without
a doubt, the precursory AE sequences that include saturated AEs imply higher cou-
pling. The largest number of oversaturated (Mw > 6.8) AEs was generated prior
to SSE #53 at Pc = 30 MPa. Let us assume a drastic scenario in which all of them
would have been Mw ≈ 6.0 AEs. But, even in that hypothetical case, we estimate
that the coupling would be still low, of the order of 0.2%.
We find a relationship between the total AE moment release Ma and the pre-seismic
moment Mp which indicates that Ma goes as M4

p. In the case of an isotropic expan-
sion of a circular crack with length L the moment release inside the crack would
scale as ∆τL3 Madariaga, 1976. For a self-similar crack, the amount slip D inside
the crack scales with its length L. Therefore, by making the approximation that the
nucleation zone expands in the same way that a self-similar circular crack, we could
have expected that Ma goes as M3

p. The fact that Ma scales as M4
p can only be ex-

plained if the AEs have their stress-drops that scale with their sizes which would be
consistent with the AEs source parameters that we obtained (Figure 3.13). Extending
this scaling relationship to larger pre-seismic moments would rapidly lead to 100 %
of coupling. Taking the experiment conducted at Pc = 45 MPa, as an example, Ma

would equal Mp for Mp ≈ 104.5 N.m. Mp ≈ 104.5 N.m equates an amount of pre-
slip of about 300 µm. If we consider a ratio of Mp/Mc of about 5% this implies a
co-seismic slip displacement of about 6 mm. Assuming a linear scaling between the
co-seismic displacement and the rupture length, 6 mm of coseismic slip is expected
for an earthquake of magnitude Mw about 3.5-4. A recent study (Tamaribuchi et al.,
2018) investigated the foreshock activity characteristics using the JMA catalog over
the last 20 years. Despite the fact that the magnitude of the largest foreshock within
a sequence scales with the magnitude of the mainshock, it has been observed that
many mainshocks are not preceded by foreshock activity, at least not by foreshocks
of Mw > 1.0 (the completeness magnitude of the catalog). Moreover, there are nu-
merous foreshock sequences associated with mainshocks of magnitude Mw ≥ 3.5
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for which the magnitude of the largest foreshock is at least 2 orders of moment mag-
nitude less than that of the mainshock. If 100 % of coupling was consistently ex-
pected during nucleation, we would expect to observe very often intense foreshock
activity prior to the time of the mainshock. One possibility is that the power law 4
that we find between Ma and Mp is related to the experimental conditions such as
the rapid loading which likely prevents healing, the smoothness of the fault which
may promote pre-slip or its simple geometry which could favor smooth acceleration
of the fault plane during nucleation.
In a recent study, Acosta et al. (2019) argued that the pre-seismic moment release
Mp should scale with the co-seismic moment release Mc. This scaling relationship
is expected if the fracture energy G of earthquakes increases as a power law of their
co-seismic displacement (Abercrombie and Rice, 2005; Ohnaka, 2013; Passelègue et
al., 2016) such as:

G = auα
cos (3.10)

where a is a scaling pre-factor and α is a given power and ucos is the co-seismic
displacement. The following empirical scaling relation between Mp and Mc was
proposed (indicated by the slope of 0.56, figure 3.14 b):

Mp ∝ M0.56
c (3.11)

On average, Mp represents about 4 %, 6 % and 2 % of Mc at Pc = 30 MPa, Pc = 45
MPa and Pc = 60 MPa respectively. This is slightly less that what was found by
Passelègue et al. (2016) and Acosta et al. (2019) but is typically of the same order
of magnitude. If we only look at the experimental data (Figure 3.14 b.), it is hard
to distinguish if Mp scales as M0.56

c . Experimental observations may also simply in-
dicate a linear relation between Mp and Mc as given by the slope of 1. Although
the nucleation phase can not be appropriately examined through geodetic measure-
ments for most earthquakes (either due to the lack of instrumentation or to the small
earthquakes magnitude), well instrumented large interplate earthquakes form ex-
ceptions. Excepted for the 1999 Mw 7.6 Izmith earthquakes, the examples that we
show in figure 3.14 b were associated with a ratio of Mp/Mc that ranges from about
0.4 % to 3 %. All those earthquakes have in common that their precursory moment
was estimated using geodetic and/or repeater measurements. The precursory mo-
ment associated with the Mw 7.6 Izmith earthquake was inferred (Bouchon et al.,
2011) only from repeaters and was about 6 orders of magnitude lower than the co-
seismic moment. It is likely that the occurrence of repeaters in a short amount of
time requires a fast reloading of stress. This is typically what is expected during nu-
cleation since slip is accelerating up to the dynamic rupture. However, our observa-
tions suggest that the coupling may be extremely low during nucleation. Therefore,
only relying on the seismic moment released by repeaters may underestimate Mp if
a significant part of the precursory slip is accommodated aseismically. If we would
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try to compare our results with what is typically observed for large interplate earth-
quakes, it suggests a simple linear relation between Mp and Mc (Figure 3.14). This
would imply that the fracture energy is proportional to the co-seismic displacement.
Note that different forms of (3.11) were proposed. For instance, under the context of
slip-weakening theory and based on seismological observations, Abercrombie and
Rice (2005) proposed that Mp ∝ M0.78

c .
If we compare the total AE moment release Ma with the co-seismic moment release
Mp this yields that there is up to 8 orders of magnitude difference between Ma and
Mc which corresponds to slightly less than 5 orders of magnitude difference in terms
of moment magnitude Mw. This is intriguing since one of the commonest argument
to claim that earthquakes begin as small instabilities that rapidly grow into larger
ruptures (i.e. the so-called cascade model, Beroza and Ellsworth, 1996) is the lack of
detectable foreshock activity prior to the mainshock. Nucleation process may be so
silent that most of the time the nucleation phase cannot be detected. This requires
additional experiments to be further discussed. It would be interesting to make vary
the experimental conditions such as the initial roughness of the fault plane, the type
of lithologie, the loading rate or by adding temperature.
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FIGURE 3.14: a. Relationship between the pre-seismic moment re-
lease and the total AE moment release. Each diamond represents one
SSE. Only the AE sequences that do not contain saturated AEs are
shown here. The black-dashed lines indicate a power-law exponent
of 4. b. Relationship between the pre-seismic moment release and the
co-seismic moment release. The grey squares and circles correspond
to the observations of two other experimental studies (Passelègue et
al., 2017; Acosta et al., 2019). The black dashed line which indicates a
slope of 0.56 corresponds to the scaling law between the pre-seismic
moment release Mp and the co-seismic moment release Mc proposed
by Acosta et al. (2019). A linear relation between both is given by the
black dashed line whose slope = 1. The inserted figure displays the
comparison between our observations and what was found for a set

of large earthquakes (Mw ≥ 7.6).
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Scaling of the AE moment release.

Here we attempt to give a quantitative explanation of the total AE moment release
during the experiments. The reasoning is straightforward. During nucleation, the
fault slip over a distance D and a surface S. Most of the slip is accommodated aseis-
mically and a small fraction γ of this surface is released seismically via AEs. The
total AE moment release during an individual AEs sequence which contains n AEs
Ma can be expressed as:

Ma = ∑
n

µ.Dn.Sn (3.12)

with µ the shear modulus of the gabbro (40 GPa), Dn the quantity of slip associated
with the n’ieth AE and Sn the contact area of the source which equates to 2.π.a2 for
a circular source whose radius is a. Thus (3.12) can be expressed as :

Ma = µ.γ.D.S (3.13)

We can assume that γ will depend on the available surface of contact Ac which will
be a function of the roughness R and the applied normal stress σn due to elastic
deformation. We will consider the simplest scenario in which fault surfaces can
be approximated as a sum of non-adhesive contacts of elastic spheres with various
radius r within an elastic half-space. Neglecting the depth of indentation of the
elastic spheres in the elastic half-space, we find according to Hertz contact theory
(Johnson, 1982) that the surface of contact Sr will scale as:

Sr ∝ σ
2
5
n (3.14)

thus
γ ∝ Ac.σ

2
5
n (3.15)

The available surface of contact Ac will be a function of the fault surface roughness
at each wave number k in the directions orthogonal and parallel to slip such that

Ac ∝ ∑
k
(Po(k)).

1
2 .(Pp(k)).

1
2 (3.16)

with Po(k) and Pp(k) the Fourier power spectrum of the fault surface elevations in
the directions orthogonal and parallel to slip respectively. Therefore we can rewrite
(3.15) as :

γ ∝ σ
2
5
n . ∑

k
(Po(k)).

1
2 .(Pp(k)).

1
2 (3.17)

and thus :
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Ma ∝ D.S.σ
2
5
n . ∑

k
(Po(k)).

1
2 .(Pp(k)).

1
2 (3.18)

Thus according to (3.18) both the normal stress and the roughness will have a posi-
tive effect on Ac and thus on Ma. For of set of N AE sequences, the total AE moment
release MT

a related to all the AE sequences will simply be:

MT
a ∝ ∑

N
DN .S.σ

2
5
n,N . ∑

k
(Po(k))

1
2 .(Pp(k))

1
2 (3.19)

with DN the amount of pre-slip associated with N’ieth AE sequence. We will make
the assumption that fault surfaces roughness do not vary much over the fault plane
(comparatively to the sampled portion of the surface) and that pre-slip extends over
the entire fault surface in all the experiments.
We have applied the preceding reasoning to our experimental data (Figure 3.15). On
top is displayed the total AE moment release as a function of the normalized time
to failure which results from the stacking of all AE sequences that do not contain
saturated AEs (i.e. Mw > 7 ) and below the same but scaled according to (3.19).
To be fully consistent, we integrated the Fourier power spectra Po(k) and Pp(k) over
the wavelengths smaller or equal to the typical size inferred for AEs with moment
magnitudes Mw close to -7 which is of about 2 mm (k = 5.102 m−1). This gives
that ∑k(Po(k))

1
2 .(Pp(k))

1
2 for k ≥ 5.102 is approximately equal at Pc = 45 MPa and

Pc = 60 MPa (a factor of 1.1 between) but about three times larger at Pc = 30 MPa
compared to the other two experiments.
The scaled AE moment release collapses almost perfectly at Pc = 45 MPa and
Pc = 60 MPa (Figure 3.15 bottom) but is slightly overestimated at Pc = 30 MPa
(about two times larger). However, this yields a satisfactory quantitative explana-
tion of the amount of radiated energy (even if the latter is extremely low) during
nucleation relying only on simple and accessible parameters that are the fault geom-
etry, the amount of pre-slip and normal stress conditions.
Trying to do the same would probably fail in the case of natural earthquakes given
the richness of the mechanical behaviors of fault systems. However, this kind of sim-
ple reasoning can be easily supplemented by implementing additional factors such
as complex geometries, various rheologies, temperature or pore-fluid overpressure.

3.6 Summary

In this study, we continuously recorded the microseismicity generated during stick-
slip experiments and analyzed the dynamics of precursory AEs prior to stick-slip
instabilities. Using calibrated acoustic sensors we were able to analyze AE source
parameters. According to the scaling laws that describe the frequency-magnitude
distribution of earthquakes and that link the size of an earthquake to its magnitude,
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FIGURE 3.15: Scaling of the cumulative AE moment release with fault
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cumulative AE moment release in function of the normalized time to
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our results suggest that millimetric generated AEs can be fairly considered as mi-
croearthquakes. We found clear evidences that the occurrence of AEs was driven by
fault slip acceleration during the nucleation phase of the stick-slip instability. The
spatial and temporal behavior of precursory AEs towards failure shares similari-
ties with the one of foreshocks towards mainshock. The AE rate rapidly accelerates
as an inverse power law of the time to failure. Increasing the normal stress condi-
tions onto the fault causes (i) an increase of AE rate prior to failure, which can be
directly related to pre-slip acceleration, and (ii) promotes the migration of precur-
sory AEs towards nucleation initiation. Relying on the fine AE and stick-slip nu-
cleation locations together with comparing the pre-seismic moment release and the
total AE moment release, we suggested that nucleation is an almost full aseismic pro-
cess. This might therefore explain why most of the time, foreshocks are not detected
preceding the mainshock. Finally, we argued, based on fault surface analysis, that
fault strength heterogeneity controls the coupling of the fault. Higher the roughness,
stronger the coupling. This was confirmed, at first order, by finding a simple scaling
relation of the total AE moment release that only involves normal-stress, amount of
pre-slip and roughness. As a consequence, topographical modifications of the fault
during rapid slip episodes such as mechanical abrasion, plastic deformation pro-
cesses or partial/complete melting of the fault may reduce or increase fault strength
heterogeneity.
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Chapter 4

Origin of high-frequency radiation
during laboratory earthquakes

This chapter is an experimental study of the origin of high-frequency radiation dur-
ing rupture propagation and of the influence of stress-state and rupture velocity on
waves frequency content. The results presented here were published in the journal
Geophysical Research Letter in February 2019. The article is inserted in the appendix.

Abstract

We monitor dynamic rupture propagation during laboratory stick-slip experiments
performed on saw-cut Westerly granite under upper crustal conditions (10-90 MPa).
Spectral analysis of high-frequency acoustic waveforms provided evidence that en-
ergy radiation is enhanced with stress conditions and rupture velocity. Using acous-
tic recordings bandpass filtered to 400-800 kHz (7-14 mm wavelength) and highpass
filtered above 800 kHz, we back projected high-frequency energy generated during
rupture propagation. Our results show that the high-frequency radiation originates
behind the rupture front during propagation and propagates at a speed close to that
obtained by our rupture velocity inversion. From scaling arguments, we suggest
that the origin of high-frequency radiation lies in the fast dynamic stress-drop in the
breakdown zone together with off-fault co-seismic damage propagating behind the
rupture tip. The application of the back-projection method at the laboratory scale
provides new ways to locally investigate physical mechanisms that control high-
frequency radiation.

4.1 Introduction

Even though high-frequency waves (> 1 Hz) are likely to be the most damaging
during earthquakes propagation, physical processes at the origin of high-frequency
radiation are still under debate and relatively less well understood (Das, 2007). First
kinematic models used to invert seismic slip distribution (Haskell, 1964; Savage,
1966) were unable to describe high-frequency radiation because they assumed flat
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source models with constant slip and stress drop on the fault.
Fracture models which introduced variable slip function and rupture velocity showed
that changes in rise time and rupture velocity lead to high-frequency radiation (Madariaga,
1977; Madariaga, 1983). Later, seismologists used ray-theory to calculate high-frequency
radiation from earthquakes having spatial variations of rupture velocity, slip veloc-
ity and stress drop (Bernard and Madariaga, 1984; Spudich and Frazer, 1984) and
predicted that the starting and stopping phases of earthquakes to be responsible of
high-frequency radiation. A good illustration of this phenomena is the January 17th
1984 Northridge earthquake (Mw 6.7) for which Hartzell at al (Hartzell et al., 1996)
identified the initiation of the rupture and its stopping to be concurrent with high-
frequency radiation.
An interesting case of the rupture velocity effects on high-frequency radiation is
that of earthquakes propagating at supershear velocities (i.e. velocities higher than
the shear wave speed). Supershear earthquakes are suspected to be more devas-
tating than sub-Rayleigh earthquakes (with rupture velocities slower than the S-
wave velocity) due to the formation of Mach-wave fronts (Dunham and Archuleta,
2004; Bhat et al., 2007; Bruhat et al., 2016). Theoretical studies of supershear rup-
ture (Hamano, 1974; Andrews, 1976; Das and Aki, 1977) followed by experimental
works on plastic polymer (Wu et al., 1972; Rosakis et al., 1999) demonstrated the
existence of possible supershear scenarios. Following the Mw 7.6 devastating Izmit
earthquake in Turkey, Bouchon et al. (2001) successfully made the observation that
certain parts of the fault ruptured at supershear speeds. Passelègue et al. (2013) were
the first to experimentally illustrate the rupture transition from sub-Rayleigh regime
to supershear regime on centimetric rock samples at upper crustal stress conditions.
In these experiments, Passelègue et al. (2016) observed particularly energetic high-
frequency radiation during stick-slip rupture propagation, the origin of which re-
mained obscure.
Quite recently, the emergence of dense and large aperture seismic arrays has pro-
vided a new method to investigate the spatial and temporal behavior of seismic
energy release during large earthquakes. This method, called back-projection, uti-
lizes the time-reversal property of seismic waves to retrieve their sources and was
introduced by Spudich and Frazer (1984). Following the successful application of
the back-projection method to the 2004 Sumatra-Andaman earthquake by Ishii et al.
(2005), the back-projection method has been applied to numerous earthquakes (Kiser
and Ishii, 2011; Zhang and Ge, 2010; Ishii, 2011; Wang and Mori, 2011; Okuwaki et
al., 2014). To the best of our knowledge, the technique has never been applied in the
laboratory yet, where it might shed light on the origin of high-frequency radiation.
This study presents results from stick-slip experiments conducted on saw cut West-
erly granite under tri-axial conditions and is devoted to investigate the dynamics
of high-frequency radiation during rupture propagation. First, the rupture velocity
of dynamic stick-slip instabilities was measured using piezoelectric acoustic sensors
by tracking the propagation of the rupture front. We then investigate the influence
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of stress conditions and rupture velocity on high-frequency radiation. Second, we
apply the back-projection method to image high-frequency sources during rupture
history and discuss their link to rupture front propagation.

4.2 Experimental set-up and methodology.

Here, we summarize the experimental set-up used in the experiments and the meth-
ods yo process and analyse the data. A detailed description is given in chapter 2.
All experiments were conducted on Westerly granite under triaxial stress conditions
(section 2.1.2). Stick-slip nucleation was located using first P-wave arrivals recorded
by the far-field acoustic sensors (section 2.3.3). Rupture velocities were estimated ac-
cording to rupture front arrivals to near-field acoustic sensors (section 2.4.1). Finally,
back-projection analysis (section 2.4.2) were performed on far-field acoustic sensor
recordings (Figure 2.7, section 2.1.3).

4.3 Results

4.3.1 Mechanical behavior of stick-slip instabilities

Stick-slip experiments presented in this study were performed at confining pressure
Pc ranging from 10 to 90 MPa. All experiments were conducted using a similar fault
geometry and imposing a constant displacement rate resolved on the fault plane of
around 1 µm/s. Figure 4.1 a reports the evolution of both shear stress and fault slip
with time for a stick-slip experiment at 60 MPa confining pressure. Increasing the
axial stress leads first to the elastic increase of both shear stress and normal stress
acting on the fault plane. Once the shear stress reaches a critical value τc, corre-
sponding to the critical strength of the fault, slip initiates leading to an abrupt stress
release. The stress drop is proportional to the slip and both increase with the con-
fining pressure. Regardless of the confining pressure, the system displays the same
mechanical behavior. Figure 3.4 b shows that slip increases linearly with the stress
drop for all stick-slip experiments. The slope is equal to the stiffness of the whole
system (machine and rock specimen). This has been observed in many other exper-
iments on crustal rocks and can be explained by the increase of the normal stress
on the fault with increasing in confining pressure, which enhances the strain energy
stored in the medium during loading (Brace and Byerlee, 1966; Byerlee and Brace,
1968; Johnson et al., 1973; Johnson and Scholz, 1976; Passelègue et al., 2016).

4.3.2 Influence of rupture velocity and confining pressure on high-frequency
radiation

Rupture velocities during stick-slip instabilities were estimated according to rupture
front arrivals to near-field acoustic sensors. Figures 4.2 a and 4.2 b show examples of
near field acoustic sensor recordings and theoretical rupture front arrivals (dashed
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FIGURE 4.1: a. Evolution of shear stress and slip versus time at
Pc = 60MPa. When the shear stress on the frictional interface exceeds
the fault strength the stored elastic is suddenly released by seismic
slip. The cumulative slip remains constant during loading because it
is corrected from the elastic part of the deformation (sample + appa-
ratus). b. Relationship between shear stress drop and slip for all ex-
periments. The ratio between the stress drop and the slip is preserved
(higher the stress drop, higher the amount of slip) and is equal to the

stiffness of the whole system (sample + apparatus).

blue lines) according to the estimated rupture velocities for one stick-slip event event
whose rupture propagated at supershear speed (Vr ≈ 5100m/s) and for one stick-
slip event that propagated at sub-Rayleigh speed (Vr ≈ 1800m/s). Waveforms have
been aligned with respect to their distance to the nucleation. The original time corre-
sponds to the initiation of the dynamic instability and all traces were normalized by
their maximum amplitude. Theoretical P and S wave arrival times are also indicated
by the black and red dashed lines respectively. Figures 4.2 c and 4.2 d display time
residual as a function of the rupture velocity for both stick-slip events. As we could
have expected for acoustic sensors positioned close to the nodal plane we do not
observe P-wave arrivals. Indeed, P-wave amplitude close to the nodal plane drops
to zero which is convenient because it avoids ambiguity between what we could
interpret as the rupture front and the first P-wave arrival.

To demonstrate the occurrence of supershear ruptures, we predicted the theoretical
time arrivals of the Mach wave front which forms during the propagation of super-
shear ruptures. According to the referential defined in Figure 4.3 a, the theoretical
arrival time of the Mach wave front is the sum of the time required for the rupture
tip to reach the point E at the rupture velocity along the fault length and the time
required for the Mach wave to travel the distance ES at the shear wave speed (Note
that the Mach wave propagates at the shear wave velocity in the normal direction to
its propagation front). The theoretical arrival time of the Mach wave tm front at the
receiver S is then a function of the rupture velocity and can be expressed as follow:

tm =
Zc

Cs.sin(β)
+

NE
Vr

(4.1)



4.3. Results 113

1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
0

2

4

6

8

10

12

14

16

18

Vs 

Vr 

1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
1

2

3

4

5

6

7

8

9

10

11

Vr

Vs 

0               10              20             30              40              50              60             70              80             90           100

70

60

50

40

30

20

10

0
-100 0 100 200 300 400 500 600

10

15

20

25

30

35

40

45

50

5

Rupture velocity (m/s) Rupture velocity (m/s)

RM
S (
µs

)

Di
st

an
ce

 to
 n

uc
lea

tio
n 

(m
m

)

Time (µs) Time (µs)

a. b.

c. d.

S-wave (Cs = 3500 m/s)

Rupture front (Vr = 5100 m/s)
P-wave (Cp = 5800 m/s)

S-wave (Cs = 3500 m/s)

Rupture front (Vr = 1800 m/s)
P-wave (Cp = 5800 m/s)

FIGURE 4.2: a. Travel time plot of near field acoustic recordings in
function of their distance to the nucleation for one stick-slip event
that ruptured at supershear speed. Blue, black and red dashed lines
represent isochrones of rupture front arrivals and first P and S wave
arrivals respectively. b. Same as (a) but for a sub-Rayleigh rupture.
c. Time residual as a function of rupture velocity for the supershear

event. d. Same as (c) but for the sub-Rayleigh event.
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FIGURE 4.3: a. Schematic view of the arrival to a receiver S at distance
Zc to the fault of a Mach front emitted from a single point E. The po-
sition of the nucleation is indicated by N. b. Waveforms recorded
by 4 far-field acoustic sensors positioned at different distances Zs to
the fault during a supershear event at Pc = 45 MPa. Blued and red
dashed lines represent the first P-wave and S Mach front arrivals re-

spectively. The Mach wave corresponds to the light red area.

In particular, we are searching for Mach wave front arrivals for ruptures that nu-
cleate at one end of the fault so the Mach wave has the time to develop and for
ruptures that propagate at velocities faster than the shear-wave and different from√

2.Cs for which no Mach wave is expected. Figure 4.3 b displays the waveforms
recorded by 4 far-field acoustic sensors positioned at various distances to the fault
for one stick-slip event at Pc = 45 MPa whose estimated rupture velocity was equal
to 4300 m/s. Acoustic sensors were first hit by the compressional-dilatational wave-
field (indicated by the blue dashed line in Figure 4.3 b) which corresponds to the
continuous emission of P-waves at the rupture tip during rupture propagation. As
we could have expected for a rupture that nucleated at one end of the fault interface,
first-motion polarities are the same. Following first P-wave arrivals, we observe the
arrival of a coherent and dominant wave front. The arrival times of this wave front
are fairly consistent with the predicted arrival times of the Mach wave front, repre-
sented by the red dashed line (Figure 4.3 b). It, in part, attests to the reliability of our
method to invert the rupture velocity and that supershear ruptures were generated
during the experiments.
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FIGURE 4.4: a. Rupture velocities obtained by inversion as a function
of static shear stress drop. Rupture velocities are normalized by the
shear wave velocity, values higher than 1 correspond to supershear
velocity and lower than 0.92 to sub-Rayleigh velocities. Stars indicate
stick-slip events whose Fourier spectra are displayed in Figure 4.4 b.
b. Fourier spectra of the last stick-slip event during stick-slip exper-
iments at varying confining pressures. Fourier spectra are averaged
using both near-field and far-field acoustic sensors, and normalized
by their respective stress-drop. The gray shaded areas indicate fre-

quency bands used for the back-projection analysis.

The relation between the inverted rupture velocities, the stress drop and the con-
fining pressure is shown in Figure 4.4 a. Rupture velocities are normalized by the
S-wave velocity of the medium, values under 0.92 correspond to sub-Rayleigh rup-
tures and values above 1 correspond to supershear ruptures. The overall trend of
the rupture velocity is to increase with confinement and stress drop. For stress drops
higher than 10 MPa, only supershear ruptures are observed which is consistent with
the observations made by Passelègue et al. (2013). This general trend and the preva-
lence of supershear ruptures at high confinement can be understood in terms of the
seismic ratio S and the initial strength that precedes the rupture. S decreases with
increasing the confining pressure and controls the transition from sub-Rayleigh to
supershear rupture (Andrews, 1976) and can be expressed as:

S =
τp − τ0

τ0 − τr
(4.2)

Where τp,τ0 and τr are respectively the peak frictional strength, the initial strength
and the residual frictional strength. In our study we did not use dynamic strain
gages, therefore we could only have access to τ0 through external measurements
but not τp and τr. However, the seismic ratio S can be related to the static friction
coefficient τ0/σn with the following formula (Ben-David et al., 2010):
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1
1 + S

=
1

fs − fd
.
τ0

σn
− fd (4.3)

Where fs and fd are the static friction coefficient and the dynamic friction coefficient
respectively. Assuming fs = 0.85 and fd = 0.1 we reported in figure 4.5 the linear
relationship between 1/1 + S and the static friction coefficient τ0/σn. Theoretically,
ruptures may transition from sub-Rayleigh to supershear velocity if the two follow-
ing conditions are satisfied: (i) the size of the fault is larger than the transition length
from sub-Rayleigh to supershear propagation Lc and (ii) S is smaller than Sc (equal
to 1.77 or 1.19 in 2D or 3D respectively). The transition length Lc is inversely pro-
portional to the normal stress σn and is expressed by the following semi-empirical
relation:

Lc =
39.2

π(1− ν)
.

1
(Sc − S)3 .

µG

[σn.( fs− fd
1+S )]2

(4.4)

Where ν, µ and G are the Poisson ratio, the shear modulus and the fracture energy
respectively. In 3D, Sc = 1.19 gives 1/1 + Sc ≈ 0.45, then S < Sc was always satis-
fied in the experiments (Figure 4.5). Taking ν = 0.25, µ = 35 GPa and assuming a
lower bound for G of 10J/m2 (G = 10 J/m2 is the typical value found for stick-slip
experiments conducted at low stress conditions, Ohnaka, 2003, we find that Lc is of
the order 10 cm for σn = 10MPa which is larger than the size of the fault. Lc drops
rapidly to about 2 cm for σn = 30MPa. This might explain why ruptures at low
confinement (Pc = 10MPa) were sub-Rayleigh while supershear ruptures became a
normal phenomena for Pc ≥ 30MPa (Figure 4.4 a). It is likely that on a larger fault,
stick-slip events at low confinement would have transition to supershear regime.

In Figure 4.4 b the Fourier spectra that correspond to the last stick-slip event at each
confining pressure are displayed (star symbols, Figure 4.4a). Directivity effects can-
not be fully suppressed because our acoustic sensor network is not perfectly sym-
metric. Hence Fourier spectra were averaged over all acoustic sensors (i.e. from
both near-field and far-field acoustic sensor arrays) in order to minimize directiv-
ity bias. To compare the high-frequency content of the spectra, the latter have to
scale at low frequency. As we expected the stress-drop to control the amplitude of
low frequency waves, each spectrum is normalized by its corresponding stress-drop.
We find a double correlation between the spectral amplitude of high-frequency ra-
diation, the rupture velocity and the confining pressure. This is particularly well
illustrated at the lowest confining pressure (Pc = 10 MPa), where stick-slip events
ruptured at sub-Rayleigh velocity. The Fourier spectrum of these events is strongly
depleted of high frequencies. In contrast, the effect of the confining pressure pre-
vails over the effect of the rupture velocity, in the high-frequency radiation range,
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FIGURE 4.5: Relationship between the static friction coefficient and
the Seismic ratio according to eq. (4.3).

when comparing the spectra at Pc = 20 and 30 MPa (Vr = 4500 and 4100 m/s respec-
tively). Similarly, the Fourier spectra at Pc = 45, 60 and 90 MPa which correspond to
the highest rupture velocities (Vr = 4900, 5200, 4700 m/s respectively) are the most
enhanced in high-frequency radiation. Note that at Pc ≥ 20MPa, we consistently
observe the emergence of two frequency bands. The first one is centered at 100 kHz
and the second one lies between 400 and 800 kHz. In the following section, we show
results of back-projection analysis applied to acoustic waveforms (i) bandpass fil-
tered to 400-800 kHz and (ii) highpass filtered above 800 kHz.

4.3.3 Back-projection analysis during rupture propagation.

Unfiltered and band-pass filtered between 400 and 800 kHz far-field waveforms are
displayed in Figure 4.6. Waveforms are lined up with the first P-wave arrivals at
each station. Only filtered waveforms were used for back-projection. We implicitly
make the hypothesis that high-frequency sources are located on the fault plane. This
assumption seems reasonable given that new fracture formations were never ob-
served during any of the experiments performed for this study. Because the acoustic
sensors are sensitive to only one component of surface vibration, we are not able to
distinguish between P and S, surface waves and reverberations, which would make
the back-projection results poorly resolved. As a consequence, the back-projection
analysis are restrained to the beginning of the acoustic waveforms, i.e. before first
S-wave arrivals at each station (on average, 6 µs after first P-wave arrivals). P-wave
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FIGURE 4.6: Acoustic waveforms used for the back-projection anal-
ysis displayed in Figure 4.7: raw acoustic waveforms (left) and
band-pass (400-800 kHz) acoustic waveforms (right). Waveforms are
aligned on the first P-wave arrivals and are normalized by their max-

imum amplitudes

signals are back-projected on the fault plane by computing the coherency function
over 2 µs time windows, with respect to the nucleation time.
Figure 4.7 presents back-projection results in the 400-800 kHz frequency band (top)

and above 800 kHz (bottom) for one event at Pc = 90 MPa whose average rupture
velocity was 5.1 km/s and which nucleated at one end of the fault plane. The color-
bar indicates the value of the coherency function normalized by its maximum value.
The red star indicates the position of the nucleation and the black dashed line the
theoretical position of the rupture front (at 1 µs for the 0-2 µs time window, at 2 µs
for the 1-3 µs time window and so on) according to the estimated rupture velocity
in section 4.2.2. In the supershear case, this theoretical rupture front is elliptical and
propagates at constant velocities Cs and Vr along the ellipse’s minor and major axes
respectively, where Cs and Vr are the S-wave and in-plane rupture velocities.
The 400-800 kHz frequency band (Figure 4.7 top) gives the clearest results. Through-
out the rupture history, high-frequency energy sources are always localized behind
the theoretical rupture front position. When rupture initiates (0-2 µs) high-frequency
energy localizes slightly behind the nucleation and spreads over the width of the
fault plane. At t = 1-3 µs period, high-frequency energy starts to propagate consis-
tently in the direction of the rupture front at relatively low speed and spreads over
the entire width of the fault. The source of high-frequencies then accelerates (2-4
µs) along the fault plane until it roughly reaches the average rupture velocity (3-5
µs, 4-6µs) while concentrating in the middle of the fault. Compared to the 400-800
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kHz frequency band, back-projection images for high-frequency sources above 800
kHz (Figure 4.7 bottom) are less clear. When rupture initiates (0-2 µs), the maximum
coherence is still focused close to the nucleation zone. It was also observed that the
maximum coherence propagating consistently matched the theoretical rupture front
(1-3 µs, 2-4 µs, 3-5 µs), although high-frequency energy was more diffuse and patchy.
In contrast, between 4-6 µs, high-frequency energy starts to diffuse over the entire
fault. Also, relative to high-frequency energy between 400-800 kHz, high-frequency
energy above 800 kHz is always focused closer to the theoretical rupture front.

FIGURE 4.7: Snapshots of back-projection results for one stick-slip
event at Pc = 90 MPa from far-field waveforms bandpass filtered to
400-800 kHz (top) and highpass filtered above 800 kHz (bottom). The
colorbar represents the value of the normalized coherency function
on the fault plane. The time is relative to the onset of the nucleation.
The red star indicates the nucleation location and the black dashed
line indicates the rupture front theoretical position estimated from
the average rupture velocity Vr obtained by inversion, here equal to

5.1 km/s.

4.4 Discussion and conclusions

We summarize below the four key conclusions of this body of work:

High frequency radiation is related to stress and rupture velocity conditions: Obser-
vations of Fourier analysis (Figures 4.4 a and 4.4 b) have shown that high-frequency
radiation is enhanced with both the stress conditions (i.e. normal stress acting on
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the fault) and the rupture velocity. This is consistent with seismological observa-
tions of mega-thrust subduction earthquakes where zones of high-frequency energy
release correspond to deeper portions of the fault (Ishii, 2011). There are different
ways to interpret these results. First, the increase of stress concentrations in the pro-
cess zone with stress conditions and rupture velocity would likely enhance physical
processes as off-fault damage (Thomas et al., 2017; Thomas and Bhat, 2018; Okubo
et al., 2019) taking place in the vicinity of the rupture front leading to more radiated
high-frequency energy. Also, as the rupture velocity increases, more abrupt accel-
eration/deceleration phases of the rupture front develop, leading to local slip ac-
celerations which would enhance high-frequency radiation (Olson and Apsel, 1982;
Hartzell and Heaton, 1983). Our laboratory observations may further our under-
standing of high-frequency radiation under controlled conditions.

High frequency radiation content depends on the speed regime: Here we observed
a net enhancement of high-frequency radiation when the rupture transition from
sub-Rayleigh regime to supershear regime (Figures 4.4 a and 4.4 b), in agreement
with what has been observed by previous studies (Bizzarri and Spudich, 2008; Val-
lée et al., 2008). In order to investigate the consequences of supershear rupture ve-
locities to high-frequency, we give an order magnitude estimate (Figure 4.4 b ) of
the theoretical corner frequencies ωc of far-field displacement spectrum for rupture
velocities equal to 0.8.Cs (≈ 2800 m/s) and to 1.4.Cs (≈ 5000 m/s) based on the kine-
matic model for a circular crack of Sato and Hirasawa (1973). The corner frequencies
correspond to the average of the expected P and S-wave corner frequencies which
are given by the following expressions:

ω
p
c =

Ap.Cp

2π.R
(4.5)

and
ωs

c =
As.Cs

2π.R
(4.6)

where R is the radius of the crack (we use R =
√

S/π, with S the area of the fault),
Cp is the P-wave velocity, Cs is the S-wave velocity and Ap and As are functions of
the rupture velocity Vr. Note that the model of Sato and Hirasawa (1973) was de-
veloped for rupture velocities ranging from Vr = 0.5.Cs to Vr = 0.9.Cs. Therefore, the
theoretical corner frequency for Vr = 1.4.Cs was computed by extrapolating Ap and
As to 1.4.Cs. For the sub-Rayleigh rupture at Pc = 10 MPa, the corner frequency be-
yond which we expect a high-frequency asymptote going as ω−2 is compatible with
Vr = 0.8.Cs. However, for supershear ruptures (Pc ≥ 20 MPa) the expected corner
frequency for Vr = 1.4.Cs (the average rupture velocity of those stick-slip events) is
clearly lower than the one observed which is close to 100 kHz. The peak of energy
at 100 kHz may be interpreted as the spectral signature of the conical Mach wave
which is less attenuated with distance than spherical waves. It should be noted that
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because acoustic sensors are at distances to the fault comparable to its size, there
might be a significant contribution to the spectra from the near-field, in which case
the use of the far-field approximation would not be appropriate to compare the fre-
quency content of the spectra. Andrews (1981) has shown that, for a coherent crack
model, near-field motion is enhanced in high-frequencies relative to far-field motion.
It is, in part, explained by inhomogeneous waves which do not leave the vicinity of
the rupture front. In the far-field the corner frequency is related to source size, while
in the near-field the corner frequency is related to propagation and attenuation ef-
fects and, thus, should not be interpreted in the same way. If the contribution of
the near-field to the spectra was significant, we would expect the spectra to be quite
similar for relatively same confining pressure as well as significant differences with
increasing the confining pressure which is not what we observe. We therefore be-
lieve that the contribution of the near-field to the spectra is a second order effect and
a far-field approximation is still acceptable.

Back-projection into the lab provides new inshights into earthquake processes: The
fact that (i) we have been able to coherently back-propagate high-frequency energy
at 400-800 kHz (ii) Fourier spectra show high-frequency asymptotes like ω−2 inde-
pendent of the confining pressure and (iii) the peak of energy at 100 kHz is absent
at low confinement (Pc = 10 MPa) strongly suggest that the information contained
in the spectra is linked to the source. Thus, back-projection analysis (Figure 4.7) can
provide new insights on the radiation of high-frequency waves and rupture pro-
cesses. In order to ensure that the back-projection results are reliable and are not
manifestations of system noise, we performed back-projection analysis on a selected
noise noise window in the 400-800 kHz frequency band and above 800 kHz (Figures
4.8 a and 4.8 b). In comparison with what is observed during the rupture prop-
agation (Figure 4.7), the back-projection analysis produces images with very few
variations. The high-frequency energy is almost stationary, either in the 400-800 kHz
frequency band or above 800 kHz. This is consistent with the noise spectrum (Figure
4.8 c) which is almost flat any frequency. Such spectrum is typical of a white noise
having zero mean and that underlies stochastic and uncorrelated physical processes.
The most robust and interpretable back-projection result obtained was in the 400–800

kHz frequency band (Figure 4.7 top). The correlation between the spatial and tem-
poral evolution of high-frequency sources and the propagation of the rupture front
provides concrete experimental evidence that high-frequency waves are concurrent
with the propagation phase of the rupture front and that high-frequency radiation
is emitted close to or behind the rupture tip. Figures 4.9 displays back-projection
results in the 400-800 kHz frequency band for the last stick-slip event at Pc = 90
MPa. This stick-slip event was a « twin event » of the one whose back-projection
analysis is shown in Figure 4.7. Both nucleated almost at the same location and
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FIGURE 4.8: Back-projection analysis applied on a noise window. a.
Back-projection results in the 400-800 kHz frequency band. b. Same

as (a) but above 800 kHz. c. Noise spectrum

propagated at the almost same averaged rupture velocity (Vr ≈ 4700 m/s). Al-
though high-frequency energy is more diffuse (especially in the two last time win-
dows, 3 − 5µs and 4 − 6µs), we also observed a net correlation between the esti-
mated position of the rupture front and high-frequency radiation. This result is in
agreement with most of the studies that addressed the issue of high-frequency radi-
ation which proposed that high-frequency radiation is related to changes in rupture
velocity due to fault stress or frictional heterogeneity, and predict high-frequency
waves to be mainly generated in the vicinity of the rupture front (Haskell, 1964; Aki,
1967; Madariaga, 1977; Madariaga, 1983; Spudich and Frazer, 1984). Recent numer-
ical studies (Thomas et al., 2017; Thomas and Bhat, 2018; Okubo et al., 2019) also
demonstrated that high-frequency radiation was highly enhanced when co-seismic
damage was implemented in their rupture propagation models. This is supported
by post-experiment microscopic analysis of the fault surface at Pc = 90 MPa un-
der Scanning Electron Microscopy (Figure 3.10). Figure 3.10 b reveals a connected
network of cracks with typical sizes of 10 µm. Those cracks intersect highly de-
formed zones that might be partially melted and stretched asperities and, thus, have
been produced during stick-slip instabilities. The fault surface (Figure 3.10 a) also
presents elongated amorphous residual material with gas bubbles trapped in, which
suggests that the asperities of the fault interface were, at least, partially melted due
to heat generation during stick-slip instabilities. We can also observe gouge parti-
cles (white particles) with various sizes, ranging from less than one µs to several
µs. Gouge particles overlap zones with melted material or are even trapped into the
melt. Therefore it is likely than they have been produced during frictional sliding
phases.
Above 800 kHz (Figure 4.7, bottom), the back-projection results are less clear. It is
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FIGURE 4.9: Snapshots of back-projection results for the last stick-slip
event at Pc = 90 MPa in the 400-800 kHz frequency band. The color
scale represents the normalized coherency function and the time is

relative to the onset of the nucleation.

not surprising given the fact that the signal to noise ratio is significantly lower rel-
ative to the 400-800 kHz frequency band and also that acoustic waves above 800
kHz are more sensitive to scattering effects due to small-scale heterogeneities. It
might explain why, between 4-6 µs, high frequency energy diffuses over the entire
fault. However, an observable feature is that high-frequency sources above 800 kHz
(Figure 4.7, bottom) seem to localize slightly forward ahead of the one at 400-800
kHz. One hypothesis is that high-frequency radiation above 800 kHz highlights
other physical processes. Doan and Gary (2009) suggested that grain pulverization
and comminution and small-scale gouge particles production could produce high-
frequency radiation. Such processes should indeed happen within the breakdown
zone, very near the rupture front and should be followed by asperity melting (Pas-
selègue et al., 2016; Aubry et al., 2018).

Back-projection method can approximate the geometry of high frequency sources:

Synthetic tests (Figure 4.11) were performed to explore the reliability of the back-
projection method to successfully image high-frequency sources and the influence of
the acoustic waveforms characteristic frequency on the spatial resolution. Synthetic
acoustic waveforms are generated using sinusoidal wavelets with central frequen-
cies of either f = 400 kHz (14.250 mm wavelength) or f = 800 MHz (7.125 mm wave-
length). To take into account spatial attenuation, we associated to the sinusoidal
wavelets an exponential decay with time. Arrival times of the wavelets are com-
puted using a 1-D velocity model only considering P-waves for which Cp = 5800
m/s. The input point sources locations and the acoustic sensors array are displayed
in Figure 4.11. The back-projection results from both models show an elliptical patch
of energy that passes through and is maximum at the input point source in the mid-
dle (Figure 4.11, bottom). The overall shape of the patches of energy reflects the ge-
ometry of the acoustic sensors array and is slightly smearing along the fault’s long
axis. The resolution of the back-projection method depends on the characteristic
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FIGURE 4.10: Microtextures of the fault surface under Scanning Elec-
tron Microscope. a. Gouge particles and elongated residual material
which supports that part of the surface melted due to frictional heat-

ing. b. Micro-cracks at the micrometer scale.
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frequencies of the input acoustic signals and is approximately equal to their charac-
teristic wavelength. In both scenarios, it is not possible to distinguish the different
input point sources but the geometry of the latter can be roughly determined.
Back-projection results at 400-800 kHz have shown that at the beginning of the rup-
ture and during rupture propagation, high-frequency radiation is drawing a pattern
that is spread over almost the entire width of the fault and that is linear along the
width of the fault, although it is less noticeable between 4 µs and 6 µs. However,
because acoustic recordings have been aligned to the nucleation zone, the cross-
correlation procedure is expected to be less efficient as the source is moving away
from the nucleation. This could explain why the initial pattern is not preserved and
is concentrated in the middle of the fault with time. Under the assumption that
high-frequency sources are representative of the shape of the rupture front, the ob-
servations do not match with what would be expected for an elliptical crack in an
infinite medium but that of a rupture front strongly interacting with a free surface
(Passelègue et al., 2016; Fukuyama et al., 2018).
This study has shown that back-projection analysis at the laboratory scale could be of
relevance to understand the nucleation and propagation dynamics of earthquakes.
In the future, the combined use of additional phases (S-waves, surface waves, re-
flected waves) and the deconvolution of acoustic recordings from Green’s function
describing the medium should help to get a more detailed and complete description
of the source.
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FIGURE 4.11: Synthetic tests. On the top is displayed the geometry of
the far-field acoustic sensor array with respect to the fault (dark blue
ellipse) used in the model. The sensor array geometry is similar than
the one used for the back-projection analysis. On the top right is dis-
played the locations of the input point sources on the fault interface.
An example of synthetic acoustic sensor recording is displayed in the
middle. On the bottom are displayed synthetic tests for two scenar-
ios, either for sources with a characteristic frequency equal to 400 kHz
(left) or with a characteristic frequency equal to 800 kHz (right). The
color-bar indicates the value of the normalized coherency function.
The red color represents the maximum of energy and the blue color

the minimum of energy.
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Chapter 5

Conclusions and perspectives

Undoubtedly, friction experiments conducted on saw-cut samples represent a good
proxy to reproduce experimentally the frictional behavior of natural faults under
controlled conditions and consequently to address issues related to the physics of
earthquakes. Most of the experimental works usually focus on the mechanical data
(global/local strain and stress measurements) to constrain the mechanical behavior
of natural fault systems. Most of the work done during this thesis was devoted to
the introduction of a bit of seismology into the laboratory. In the following, we will
first summarize the principal results obtained during this thesis. Then we will move
on to the perspectives which will allow us for presenting ongoing and future works.

5.1 Summary of the results obtained during this thesis

First we studied the influence of the rupture velocity and the state of stress on high-
frequency radiation and how the latter correlates with the propagation of the rupture
front. Our results have shown that high-frequency radiation is enhanced by both
increasing the normal stress onto the fault and the rupture velocity. We have inter-
preted this to be related to (i) the increase of stress concentrations in the breakdown
zone zone with stress conditions which in turns promotes the production of off-fault
damage. The latter is expected to generate high-frequency waves as demonstrated
by numerical simulations (Thomas et al., 2017; Thomas and Bhat, 2018; Okubo et
al., 2019) (ii) small scale local slip accelerations caused by more abrupt decelera-
tion/acceleration of the rupture front as the rupture velocity is increasing. Local
slip acceleration is expected to enhance high-frequency radiation based on seismo-
logical observations (Olson and Apsel, 1982) and theoretical models (Madariaga,
1983). During this experiments we also observed that ruptures can easily propagate
at supershear velocities and that ruptures which transition to this speed regime gen-
erate significantly more high-frequency waves. We suggested that this is caused by
the conical Mach wave formed during supershear ruptures which (i) is less atten-
uated with distance than spherical waves and (ii) leads to positive interference of
high-frequency waves close to its propagation front. Applying the back-projection
method at the laboratory scale, we were able to back-project high-frequency waves



128 Chapter 5. Conclusions and perspectives

onto the simulated fault plane during rupture propagation. Our results have pro-
vided a concrete experimental evidence that high-frequency waves are emitted close
to or behind the rupture front. In the latter case, we argued, based on microstructural
analysis, that high-frequency waves are indeed related to physical processes such as,
co-seismic damage or gouge particles production caused by the fast dynamic stress
drop in the breakdown zone.

Then we developed an experimental methodology to calibrate the acoustic sensors
used to record sample surface vibration during the experiments. Uncalibrated acous-
tic sensors give only few information since the waveforms they record has a unit of
voltage and part of the information is related to the instrumental response. We used
a calibrated laser Doppler vibrometer to obtain the transfer function specific to the
acoustic sensors, which allowed us to (i) convert an input voltage into an absolute
velocity measurement and (ii) to get rid of the instrumental response. The principle
was straightforward, we used a broadband transducer as a source to generate sam-
ple surface vibrations. Surface vibrations were recorded by both the acoustic sensor
and the laser Doppler vibrometer. From the spectral ratio of the Fourier transforms
of the acoustic sensor and the laser Doppler vibrometer measurements we obtained
the transfer function. To obtain smooth and usable calibration curves, Fourier spec-
tra were estimated using the multitaper spectral analysis method (Thomson, 1982).
Calibrations were performed using two different types of source and by changing
the frequency at which the source was excited. We found that the excitation fre-
quency of the source had little effect on the transfer function but rather the size of
the source mattered. Based on scaling arguments we made the choice to use the cal-
ibration curve that corresponded to the smallest source.

Finally, we addressed the issue of foreshocks occurrence and their link to nucleation.
During experiments conducted under upper crustal conditions, we continuously
recorded the precursory AE activity prior to stick-slip instabilities. Using the cali-
bration curves, we were able to estimate the following seismological parameters of
the AEs : seismic moment, corner frequency, source size and stress-drop. First, our
results demonstrated that millimetric generated AEs satisfied the scaling laws that
characterized natural earthquakes at the kilometric scale : the G-R frequency mag-
nitude distribution of earthquakes magnitudes and the power law between the size
of an earthquake and its magnitude. This has provided experimental evidence that
generated AEs can be considered as microearthquakes and, consequently, that the
physical processes at their origin may be similar at the scale of natural earthquakes.
We found that precursory AEs were a by-product of the large stick-slip instability
nucleation and were driven by local slip acceleration. In our experimental condi-
tions, the comparison between the pre-seismic moment release and the total AE mo-
ment release suggested that nucleation is an almost full aseismic process. Similarly



5.2. Perspectives: ongoing and future works 129

to the power law acceleration of foreshock rate as a function of time to the main-
shock, precursory AE activity increases on average as an inverse power law of the
time to failure. Increasing the normal stress conditions leads to (i) an increase of AE
rate prior to failure, which can be directly related to the pre-slip acceleration, and
(ii) homogenizes stresses which promotes the migration of precursory AEs towards
the nucleation. Relying on fault surface analysis, we suggested that fault strength
is primarily controlled by the topography of the interacting rock surfaces. This was
confirmed, at first order, by finding a simple scaling relation of the total AE moment
release that only involves normal-stress, amount of pre-slip and roughness.

5.2 Perspectives: ongoing and future works

5.2.1 Similar events, relative localization and completeness magnitude

Throughout this manuscript we have mostly paid attention to the general behavior
of the acoustic precursors prior to failure. From what we observed, precursory AE
sequences behave in different ways from one to another, either in terms of temporal,
spatial evolution towards failure or in term of moment release. These fluctuations
highlight a richness of behaviors and require a detailed analysis of the AEs catalogs
to be well characterized. For that purpose, we, in collaboration with Blandine Gar-
donio (https://www.researchgate.net/profile/Blandine_Gardonio), plan to and
recently started to work on (i) quantifying the similarity of the AEs, (ii) refining the
AEs localizations and (iii) decreasing the completeness magnitude of the catalogs.
To examine the similarity of the AEs, we have computed for each experiment (i.e.,
Pc = 30, 45 and 60 MPa) the average spectral coherence C(∆ω) between pairs of
AEs which for two events A and B takes the form:

C(∆ω) =
A(∆ω).B∗(∆ω)√

A(∆ω).A∗(∆ω)
√

B(∆ω).B∗(∆ω)
(5.1)

where A(∆ω) is the Fourier transform of the event A in the frequency band ∆ω

(same for B). The star symbol indicates the conjugate of the Fourier transform. The
spectral coherence is computed for each pair of AEs (only the ones that we could
localized) and for each acoustic sensor. Computing the spectral coherence yields an
additional information which is the phase delay between two events. This phase
delay in spectral domain corresponds to a time delay in time domain and can be
used to perform relative localization between pairs of events. Relative localization
can significantly improve the accuracy of the AEs locations since the resolution of
the time delays obtained by cross-spectral correlation can be as low as 10−10 s. This
is three orders of magnitude less than the maximal resolution of the manual picking
procedure which is 10−7 s and should make it possible to obtain a location accuracy
of the order of the micrometer. The figure 5.1 a shows, for the experiment conducted

https://www.researchgate.net/profile/Blandine_Gardonio
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at Pc = 45 MPa, the coherence matrix for the pairs of localized AEs whose coher-
ence is higher than 0.95 for at least 3 acoustic sensors. The coherence was computed
in the frequency band [100 kHz - 1 MHz] over a 100 µs long time window start-
ing 10 µs before the first P-wave arrival. The average coherence (i.e. over all the
acoustic sensors) in function of the average time delay is displayed in figure 5.1 b.
The relationship between the coherence and the time delay gives useful information
regarding the coherence threshold that can be used for relative localization. For an
average coherence greater than about 0.95 we found that the average time delay was
less than 0.2 µs (which equates to about 1.5 mm in term of distance) which is less
than most of the absolute time residuals of location. Therefore, we used this coher-
ence threshold to link pairs of similar AEs. The figure 5.1 c shows an example of
the acoustic waveforms (i.e. for the same acoustic sensor) for a family of 10 similar
AEs with C(∆ω) > 0.95. Based on visual inspection, those events exhibit significant
differences which implies that they may be not collocated. However, we have to re-
mind that the acoustic sensors array is affixed to one edge of the sample. One side of
the fault is fixed while the other side moves relatively to the acoustic sensors array.
Similar events may highlight the rupture of a single asperity but if it moves relative
to the acoustic sensors array, the acoustic waveforms will be modified. This raises an
interesting question, how long can an asperity survive during the experiments and
how long (if it is the case) does it take to reform it, in other terms how the surface
roughness evolves? We suspect that the evolution of the fault roughness may also
impact the nucleation processes, for instance where the nucleation starts or how the
nucleation zone expands. Fine relocation can also give some insights on the plau-
sible interactions between AEs. In our experiments we found that the occurrence
of the precursory AEs was mostly driven by the nucleation of the main instability
(i.e. the SSE), however it is plausible that the AEs also trigger each other. So far we
only built the families of similar events for the three experiments, we are working on
adapting a code that was developed for relative relocation of natural earthquakes.
The final stage will be to use the families of similar AEs as reference templates to
perform template matching analysis (Gardonio et al., 2019) within the continuous
waveforms. It is likely that a significant number of AEs could not be detected due
their low signal to noise ratio. Under the assumption that the G-R frequency mag-
nitude distribution of the AEs can be extrapolated to lower magnitudes, decreasing
the magnitude of completeness of 0.5 would make the number of detected AEs three
times higher. This may help to better constrain the dynamics of the nucleation, rely-
ing on detailed description of the spatial and temporal evolution of the precursory
AEs towards failure.
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FIGURE 5.1: a. Example of the coherency matrix for the experiment
conducted at Pc = 45 MPa. Here, only pairs of events whose coher-
ence C(∆ω) was higher than 0.95 for at least 3 acoustic sensors are
shown. b. Relationship between the average time delay and the aver-
age coherence. The time delay is the reciprocal in time domain of the
phase delay in frequency domain. c. Extracted family of 10 similar
AEs. Waveforms have been aligned to their first P-wave arrival but

have been slightly shifted for visualization.

5.2.2 Damage production during stick-slip instability

• End of March 2018, Yehuda Ben-Zion (https://earth.usc.edu/~ybz/) came to
visit the ENS-Paris Laboratory of Geology. In a recent paper (Ben-Zion and Lyakhovsky,

https://earth.usc.edu/~ybz/
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2019), Yehuda Ben-Zion and Vladimir Lyakhovsky addressed the issue of the con-
tribution of co-seismic damage to spatial and temporal variation of elastic moduli
in the source volumes and the implications this may have in estimating the seismic
moment M0. The seismic moment M0 can be expressed by the product of the rigidity
µ0 in the source region and the potency P0 such as:

M0 = µ0.P0 (5.2)

where µ0 is the rigidity and P0 is the amplitude of the potency which contains the
information of the permanent inelastic deformation such as:

Pij =
∫

V,t
ε̇T

ij(x, t)dVdt (5.3)

where Pij is the total potency tensor which is defined as the integral of the trans-
formational strain rate ε̇T

ij over the total duration and volume of the source and x is
the position vector. While a particular attention is given to spatial variations of µ0,
its temporal variations are usually ignored. Ben-Zion and Lyakhovsky (2019) then
proposed to reconsider eq (5.2) and to include temporal variations of µ0 such as:

M0 = (1− α)µ0.P0 (5.4)

where α accounts for the temporal variation of µ0 due to the production of dam-
age during failure. Numerical simulations (Lyakhovsky and Ben-Zion, 2009) and
laboratory experiments (Gupta, 1973; Hamiel et al., 2004) suggest that α can exceed
0.5 which could imply that seismic moment estimations may be overestimated by
a factor of two or more. One possibility to quantify the amount of generated dam-
age during the dynamic rupture is to rely on variations of seismic-waves velocity
since the latter are a function of the elastic moduli. To do so, a series of experiments
were conducted on saw-cut samples of Indian gabbro at three different confining
pressures, Pc = 10 MPa, Pc = 45 MPa and Pc = 90 MPa. The idea was simple, one
acoustic sensor was used as a source and was facing the fault on one edge of the sam-
ple (Figure 5.2 c.). On the other edge were positioned seven other acoustic sensors
equally spaced along the vertical axis of the rock sample. These one were used as re-
ceivers. At the beginning of the experiments, we applied to the source a step voltage
of 200 V to generate a P-wave. The signal was recorded by the receivers on the other
side of the sample which allowed us to obtain a set of reference signals (i.e. for each
source-receiver pair). The same procedure was reproduced following each stick-slip
instability and time delays were obtained by cross-correlating the recorded signals
with the reference signals. The figure 5.2 b shows the shear-stress and along fault
displacement during the experiment conducted at Pc = 45 MPa which corresponds
to a sequence of 22 SSEs. The figure 5.2 a displays the evolution of the accumulated
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time delays during the experiment. Time delays are plotted in function of the an-
gle between the direction of the ray source-receiver and the perpendicular direction
to the fault plane (Figure 5.2 c) and the colorscale indicates the SSE index. We ob-
tain that the time delays increase significantly with the successive ruptures which
therefore implies a reduction of elastic moduli. The largest time delays correspond
to the ray with a maximum obliquity with respect to the perpendicular direction to
the fault. If we assume that damage localizes within a small region close to the fault
plane this is what we could have expected at first order since the larger the obliquity
the larger the sampled damaged region along the ray path. However, by considering
damage as microcracks, time delays will also be function of the spatial distribution
and orientation of the micro-cracks which may explain why time delays do not nec-
essarily increase with the obliquity of the ray with respect to the normal direction of
the fault. Taking the largest time delay as an example, the latter is about 3.5.10(7µs
which equates to an increase of the P-wave travel time of about 5%. Although the
time delay is integrated throughout the ray path, we can assume that it is mainly
caused by the thin, localized damaged region close to the fault plane, the question
being how much damage is required to explain this decrease of P-wave velocity.
This will require to estimate the microcracks density, their geometry and the spatial
extent of the damaged region. We can intuit that if the damaged region is small, 5%
of P-wave velocity implies a significant amount of accumulated/generated damage
and thus a significant drop of elastic moduli during rupture propagation. This may
have some important implications. Since generated damage is mostly related to the
production of mode I cracks, it may cause substantial dynamic changes of normal
stress close to the rupture front which, for instance, may facilitate rupture propaga-
tion (only in the tensional quadrant that being said). In the present case, this study
is embryonic but we will get back to it in the near future.

5.2.3 Future works

In what follows, we list some ideas for future experiments and related issues. This
will allow us to discuss the improvement of the methods and techniques of analysis
that we developed during this thesis.

– In chapter 4, we have addressed the issue of high-frequency radiation dur-
ing rupture propagation. This has been the occasion to introduce the back-
projection method at the laboratory scale. We have obtained interesting in-
sights on the physical parameters controlling the production of high-frequency
waves. However, in the current state of things, without additional procedures
the use of the back-projection method will rapidly reach its limits. The best
we can hope for is the full picture of the high-frequency radiation released
during rupture propagation. There is only one possibility to achieve this goal,
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FIGURE 5.2: a.Example of the evolution of the time delays during one
stick-slip experiment conducted at Pc = 45 MPa. Time delays were
measured following each stick-slip instability. Each vertical align-
ment of colored circles represents a source-receiver pair and is de-
fined by the angle θ. The colorscale refers to the SSE index. b. Shear-
stress and along fault displacement versus time. A sequence of 22
SSEs were reproduced. c. Schematic view of the acoustic sensors ar-
ray geometry. One acoustic sensor is used as a source and is affixed on
one edge of the sample. Seven acoustic sensors are used as receivers
and are positioned on the other edge of the sample. Pairs of source-
receiver are defined according to the angle θ between the ray source-
receiver and the direction perpendicular to the fault plane. Damage

will be concentrated in the tensional quadrant (T).
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which is to deconvolve the acoustic waveforms from the acoustic sensors re-
sponse and from the Green function that describes the medium. Now that
we have an experimental acoustic sensor calibration set-up, getting the instru-
mental response will be easy. To obtain the Green function of the medium
there are probably two possibilities: (i) to compute empirical Green functions
based on the point source approximation, this would require to regularly sam-
ple the fault surface using small AEs or (ii) to run numerical simulations of
the Green function using different types of source. We are actually working on
the latter scenario with a Phd student (Ssu-Ting Lai, who is working at IPGP,
http://www.ipgp.fr/fr). Obtaining a complete and quantitative description
of the high-frequency radiation during rupture propagation may bring out pre-
cious insights. For instance, it would allow to interpret high-frequency radi-
ation in light of local kinematic parameters such as rupture/slip velocity or
rise time. It would also be possible to examine in detail the coupling between
topographic heterogeneities and high frequency radiation. Using thermally
cracked saw-cut samples, it would be interesting to estimate the contribution
of generated damage to high frequency radiation.

– In chapter 3, we examined the dynamics of precursory AEs during nucleation
phase. Although rock friction experiments present the disadvantage of being
a simplified version of natural earthquakes, we are able to couple seismol-
ogy, local and global geodesy during experiments conducted under controlled
conditions. Moreover, since everything is happening onto the fault, problems
are well-posed. Based on strain gauge recordings, we plan to perform simple
simulations to obtain the strain field evolution during nucleation. This might
help in better understanding the variability of the precursory AE sequences
in terms of timing, migration and moment release. In addition, many other
parameters should affect the precursory AE activity during nucleation. Tem-
perature is probably one important parameter that needs to be examined. We
may expect that mechanisms such as dislocation motion or slow crack growth,
favored by temperature increase, will allow potential sites of AEs to slip slowly
and aseismically. Also, loading rate is a parameter that should get all our at-
tention. We may expect that decreasing the loading rate will promote fault
healing since inter SSE time will increase. As a consequence, fault strength
could be sufficiently homogeneous to lead to a completely aseismic nucleation
process. It will be interesting to decrease the loading rate by a factor of 10 in
future experiments. However, this will also require a decrease by a factor of 10
of the sampling frequency of the continuous recording. In that case, only the
magnitudes of AEs can be estimated.

– The ability for the rupture to propagate further or to arrest will depend on the
local energy budget at the rupture tip. Jérôme Aubry (https://www.researchgate.

http://www.ipgp.fr/fr
https://www.researchgate.net/profile/Aubry_Jerome
https://www.researchgate.net/profile/Aubry_Jerome
https://www.researchgate.net/profile/Aubry_Jerome
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net/profile/Aubry_Jerome) started his Phd at the same time as me with Alexan-
dre as supervisor. Aubry et al. (2018) developed a carbonization related in-situ
thermometer to measure heat production during cosesimic slip. We may be
able to measure independently the fracture energy (including on and off-fault
damage terms), the heat produced (carbonization related in-situ thermometer)
and the radiated energy (calibrated acoustic sensors). Although seismolog-
ical and geodetic observations techniques have been considerably improved
in recent decades, crustal faults are inaccessible so that the earthquake en-
ergy budget cannot be fully constrained. Therefore, it may be of great in-
terest to examine energy partitioning during stick-slip instabilities in light of
of stress/temperature conditions, rupture/slip velocity, loading rate, surface
roughness, fluid pressure or lithology contrast (i.e., bi-material interface). We
have not collaborated yet, but it is a project in progress.

5.2.4 QTM catalog analysis

•We begin here the last paragraph of this manuscript. At the beginning of this sum-
mer, Emily Brodsky (https://websites.pmc.ucsc.edu/~seisweb/emily_brodsky/)
came to visit the ENS Paris Laboratory of Geology. We were discussing the results
that we obtained on precursory AE activity prior to stick-slip instabilities (Chapter
3). She suggested that we should now examine the real seismicity to connect the
laboratory observations to the natural field. In what follows, we present a recently
started work that consists in the analysis of the seismicity catalog QTM (Quake Tem-
plate Matching) produced by Ross et al. (2019). The QTM catalog contains more than
1.81 millions of earthquakes in southern California for the period 2008-2017 which
is about 10 times more than the regional SCSN catalog (Southern California Seismic
Network, https://service.scedc.caltech.edu/eq-catalogs/date_mag_loc.php)
for the same period. This was made possible by performing template matching anal-
ysis on the continuous waveform of the regional SCSN. The figure 5.3 displays the
summary of the QTM catalog. The completeness magnitude of the QTM catalog is
close to 0.3 (Figures 5.3 a and b). In comparison, the completeness magnitude of the
SCNS catalog is about 1.7. The earthquakes density computed over 2 km by 2 km
bins is displayed in figure 5.3 c.
As we are seeking for investigating the foreshock activity characteristics, we clas-
sified the earthquakes into clustered and background seismicity using the nearest-
neighbor distance approach (Baiesi and Paczuski, 2004; Zaliapin and Ben-Zion, 2013)
which has the the advantage of not requiring a priori information and can objectively
separate clustered earthquakes from background earthquakes. The nearest-neighbor
distance clustering method is a statistical approach which search for earthquakes
that happen sufficiently close in time and space to deviate from what would be ex-
pected in the case of a SIP (Stationary space-Inhomogeneous marked Poisson) pro-
cess. Families of foreshocks-mainshock-aftershocks are built by linking event pairs
(child event and parent event) using the metric η called "distance" which only relies
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on the distance between event pairs, the time difference between event pairs and the
magnitude of the parent event such as:

{
ηij = tij(rij)

d f .10−bmi , tij > 0

ηij = ∞, tij ≤ 0
(5.5)

where ηij is the distance between the events, rij is the distance between the parent
event i and the child event j (km), tij is the difference in the origin time (year), mi

is the magnitude of the parent event and d f and b are the fractal dimensions of
the epicentral distributions of earthquakes and the b-value that characterizes the
frequency-magnitude distribution of the seismicity respectively. The rescaled spatial
and temporal components of the distance ηij can be separated from each other such
as ηij = TijRij with:

{
Tij = tij.10−qbmi

Rij = (rij)
d f .10−(1−q)bmi

(5.6)

FIGURE 5.3: Summary of the QTM catalog. a Non cumulative
frequency-magnitude distribution of earthquakes contained in the
SCSN catalog, the full QTM catalog and the relocated QTM catalog. b
Same as A but for the cumulative frequency-magnitude distribution
of earthquakes. c Earthquake density in the QTM catalog computed

into 2 km x 2 km bins. (Taken from Ross et al., 2019)

where q is a free parameter. For each hypothetical child event j the distance ηij
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was computed and event pairs were given by the shortest distance ηij. To com-
pute ηij we used the following parameters (the same than Zaliapin and Ben-Zion,
2013), q = 0.5, b = 1.0 and d f = 1.6. In principle, the distribution of log(ηij) will
follow a bimodal distribution (Figure 5.4 a). A first subpopulation corresponds to
the weakly related event pairs. This subpopulation contain events which happen
at large distances ηij to their nearest neighbor and corresponds to the background
seismicity. The second subpopulation contains the clustered events that occur at
close distances ηij to their nearest neighbor. Assuming a two mixed Weitbull dis-
tributions (Zaliapin and Ben-Zion, 2013) for both the weakly and strongly related
seismicity, we can define a threshold η0 that can be used to separate the clustered
from the background events. The threshold η0 is given by the intersection of the
two distributions. When plotting the joint distribution (T, R) in logarithmic scale,
two modes appear (Figure 5.4 b). The weakly related background seismicity forms a
first mode which is elongated in the diagonal and is characteristic of a random Pois-
son process. The second mode which has this characteristic flat shape concentrates
closer to the origin and corresponds to the clustered events. The diagonal line that
separates the two modes indicates log10(η0) = log10(Tij) + log10(Rij). The figure
5.4 c displays the distribution of the nearest neighbor distance between events for
events of Mw > 0. Note that we limited the analysis to the relocated QTM (https:
//scedc.caltech.edu/research-tools/QTMcatalog.html), catalog which contains
less events (about 900000). However, this ensures to not bias the results due to
poorly resolved epicenter locations. We are able to retrieve the expected bimodal
distribution. When plotting the rescaled distance R in function of the rescaled time
T, the two modes can be clearly identified (Figure 5.4 d). Although both seems
to be separated by a constant threshold log10(η0) ≈ −4.2, we made the choice to
use log10(η0) ≈ −5 (as suggested by Zaliapin and Ben-Zion, 2013) to separate the
clustered seismicity from the background seismicity. The families of foreshock(s),
mainshock and aftershock(s) were built by sequentially linking the strongly related
event pairs. In each cluster, the mainshock is defined as the largest magnitude. Out
of 506794 events, we extracted 19653 families that all together contain 249576 events.
The clustered events form the data base that we will use to investigate foreshock ac-
tivity characteristics and, more precisely, in order to search for similar patterns than
those observed at the laboratory scale.

The figure 5.5 displays an intriguing observation that we have made on the tem-
poral evolution of foreshocks towards the time of the mainshock. The figure 5.5 c
shows, for the whole region (Figure 5.5 a), the normalized cumulative number of
foreshocks in the last 5 days prior to the time of the mainshocks. Curves were ob-
tained for various depth layers (0-5 km, 5-10 km and 10-15 km, blue, red and black
lines respectively) using clusters whose mainshock magnitude is comprised between
2.0 and 2.5. Similarly to what was done in the laboratory, curves result from the
stacking of all foreshock sequences. The figure 5.5 d shows the same but for a smaller
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FIGURE 5.4: Nearest neighbor distance analysis. a Schematic view
of the bimodal distribution of log(η) in the case of the coexistence of
weakly related and strongly related events. The threshold log(η0) is
used to distinguish the clustered events from the background events
and is given by the intersection of the two distributions. b Schematic
view of the joint distribution of the rescaled time and space compo-
nents T, R. The dashed line shows η0. c Distribution of the nearest-
neighbor distance η using the relocated QTM catalog. The blacked
dashed line indicates the threshold η0 used to cluster the event pairs.
d Joint distribution of the rescaled time and space components T, R.
The dashed lines show log(η0) = −4.2 and log(η0) = −5. Following
Zaliapin and Ben-Zion, 2013, we used log(η0) = −5. The figures a

and b were extracted from Tamaribuchi et al., 2018
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region (117◦ ≤ longitudes ≤ 116◦ and 33◦ ≤ latitudes ≤ 34◦, figure 5.5 a.), for dif-
ferent depth (6-9 km, 7-10 km and 11-14 km, blue, red and black lines respectively)
and by using all clusters whose mainshock magnitude was less than Mw = 3. Note
that in both cases we only used the clusters for the period 2008-2010, period which
precedes the occurrence of the 2010 Mw 7.2 El Mayor–Cucapah earthquake which
has considerably changed the rate of seismicity. Similarly to what we have observed
in laboratory (figure 5.5 b), the rate of foreshocks towards mainshock seems to in-
crease with depth and thus with stress conditions. However, we will not pretend
that this positive correlation between foreshocks rate and stress conditions can be
directly compared to what we observe in the laboratory. We inferred that the occur-
rence of precursory AEs was mostly driven by the slow but accelerating nucleation
of the main stick-slip instability. This is partly caused by the fact that we impose on
the system its own temporal and spatial limits. Earthquakes can interact with each
other over various time and space scales which is the richness of the complex in-
teractions between them. It is likely that foreshocks occur due to the superposition
of different processes such as slow slip transients, partial stress release, Coulomb
stress transfer or the slow nucleation of a larger upcoming earthquake. Thus, this
depth dependence of the rate of foreshocks is intriguing but requires to be carefully
examined. Considering that the typical source size for a magnitude Mw = 3 earth-
quake is typically of the order of few hundred meters, 5 days for the nucleation to
develop and expand may be too long or too short. We have at our disposal a catalog
which contains numerous foreshock sequences. Combine them at different space
and time scales may give some insights on the physical parameters which, at first
order, control the characteristics of foreshock activity (occurrence rate, spatial mi-
gration, b-value changes, moment release...).
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FIGURE 5.5: Cumulative number of foreshocks towards failure. a.
Map of earthquake density in the QTM catalog (taken from Ross et
al., 2019). The black dashed lines and the red dashed lines indicate the
corresponding regions to figures c. and d. b. Normalized cumulative
number of precursory AEs towards failure during the experiments
conducted at Pc = 30, 45 and 60 MPa. c. Normalized cumulative
number of foreshocks towards failure for various depth layers for the
period 2008-2010. Only clusters whose mainshock magnitude Mw is
comprised between 2 and 2.5 were used. All foreshocks were syn-
chronized to the time of their respective mainshock and stacked. d.
Same as c. but for the reduced region (red rectangle). In the former,
all clusters whose mainshock magnitude was less or equal to 3 were

used.
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Origin of High‐Frequency Radiation During
Laboratory Earthquakes
S. Marty1 , F. X. Passelègue2, J. Aubry1 , H. S. Bhat1, A. Schubnel1, and R. Madariaga1
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Abstract We monitor dynamic rupture propagation during laboratory stick‐slip experiments performed
on saw‐cut Westerly granite under upper crustal conditions (10–90 MPa). Spectral analysis of high‐
frequency acoustic waveforms provided evidence that energy radiation is enhanced with stress conditions
and rupture velocity. Using acoustic recordings band‐pass filtered to 400–800 kHz (7–14 mm wavelength)
and high‐pass filtered above 800 kHz, we back projected high‐frequency energy generated during rupture
propagation. Our results show that the high‐frequency radiation originates behind the rupture front during
propagation and propagates at a speed close to that obtained by our rupture velocity inversion. From scaling
arguments, we suggest that the origin of high‐frequency radiation lies in the fast dynamic stress‐drop in the
breakdown zone together with off‐fault coseismic damage propagating behind the rupture tip. The
application of the back‐projection method at the laboratory scale provides new ways to locally investigate
physical mechanisms that control high‐frequency radiation.

Plain Language Summary Over geological time scales, partially or fully locked tectonic plates
accumulate stress and strain. The stress and the strain build up on discontinuities that we call “faults.”
Natural faults exist either inside a tectonic plate or at the boundary between two distinct tectonic plates.
When the stress accumulated on a fault exceeds the strength of the fault, the accumulated stress and strain,
which can be interpreted in term of accumulated energy, are suddenly released. This natural phenomenon is
called an “earthquake.” During an earthquake, part of the energy is released in the form of seismic waves.
Those seismic waves are responsible for the ground shaking. High‐frequency waves usually cause most of
the damage. To better understand the physical parameters that influence the generation of high‐frequency
waves, we experimentally reproducedmicroearthquakes and used them as a proxy to study real earthquakes.
Our results showed that the higher the pressure acting on the fault when an earthquake is generated, the
higher the amount of high‐frequency radiations. Moreover, our observations underlined that, during an
earthquake, high‐frequency waves are released in specific areas on the fault. Thus, these results might be of
relevance to improve seismic hazard assessment.

1. Introduction

Even though high‐frequency waves (>1 Hz) are likely to be the most damaging during earthquakes propa-
gation, physical processes at the origin of high‐frequency radiation are still under debate and relatively less
well understood (Das, 2007). First kinematic models used to invert seismic slip distribution (Haskell, 1964;
Savage, 1966) were unable to describe high‐frequency radiation because they assumed flat source models
with constant slip and stress drop on the fault.

Fracture models which introduced variable slip function and rupture velocity showed that changes in rise
time and rupture velocity lead to high‐frequency radiation (Madariaga, 1977, 1983). Later, seismologists
used ray‐theory to calculate high‐frequency radiation from earthquakes having spatial variations of rupture
velocity, slip velocity, and stress drop (Bernard & Madariaga, 1984; Spudich & Frazer, 1984) and predicted
that the starting and stopping phases of earthquakes to be responsible of high‐frequency radiation. A good
illustration of this phenomena is the 17th of January 1984 Northridge earthquake (Mw 6.7) for which
Hartzell et al. (1996) identified the initiation of the rupture and its stopping to be concurrent with high‐
frequency radiation.

An interesting case of the rupture velocity effects on high‐frequency radiation is that of earthquakes propa-
gating at supershear velocities (i.e., velocities higher than the shear wave speed). Supershear earthquakes are
suspected to be more devastating than sub‐Rayleigh earthquakes (with rupture velocities slower than the S
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wave velocity) due to the formation of Mach‐wave fronts (Bhat et al., 2007; Bruhat et al., 2016; Dunham &
Archuleta, 2004). Theoretical studies of supershear rupture (Andrews, 1976; Das & Aki, 1977; Hamano,
1974) followed by experimental works on plastic polymer (Rosakis et al., 1999; Wu et al., 1972) demonstrated
the existence of possible supershear scenarios. Following the Mw 7.6 devastating Izmit earthquake in
Turkey, Bouchon et al. (2001) successfully made the observation that certain parts of the fault ruptured at
supershear speeds. Passelègue et al. (2013) were the first to experimentally illustrate the rupture transition
from sub‐Rayleigh regime to supershear regime on centimetric rock samples at upper crustal stress condi-
tions. In these experiments, Passelègue et al. (2016) observed particularly energetic high‐frequency radiation
during stick‐slip rupture propagation, the origin of which remained obscure.

Quite recently, the emergence of dense and large aperture seismic arrays has provided a new method to
investigate the spatial and temporal behavior of seismic energy release during large earthquakes. This
method, called back‐projection, utilizes the time‐reversal property of seismic waves to retrieve their sources
and was introduced by Spudich and Frazer (1984). Following the successful application of the back‐
projection method to the 2004 Sumatra‐Andaman earthquake by Ishii et al. (2005), the back‐projection
method has been applied to numerous earthquakes (Kiser & Ishii, 2011, Okuwaki et al., 2014, Zhang &
Ge, 2010, Ishii, 2011, Wang & Mori, 2011). To the best of our knowledge, the technique has never been
applied in the laboratory yet, where it might shed light on the origin of high‐frequency radiation.

This study presents results from stick‐slip experiments conducted on saw cut Westerly granite under triaxial
conditions and is devoted to investigate the dynamics of high‐frequency radiation during rupture propaga-
tion. First, the rupture velocity of dynamic stick‐slip instabilities was measured using piezoelectric acoustic
sensors by tracking the propagation of the rupture front. We then investigate the influence of stress condi-
tions and rupture velocity on high‐frequency radiation. Second, we apply the back‐projection method to
image high‐frequency sources during rupture history and discuss their link to rupture front propagation.

2. Experimental Setup

Stick‐slip experiments were performed on Westerly granite using a triaxial oil‐medium loading cell
(σ1 > σ2 = σ3). The confining pressure and the differential stress (i.e., the axial stress) can go up to 100 (about
3 km depth) and 700 MPa, respectively. Experiments were conducted on Westerly granite which is a rock‐
mechanics standard with millimetric grain sizes and P, S, and Rayleigh wave velocities that are, respectively,
5,700, 3,500, and 3,200 m/s (Scholz, 1986). Cylindrical samples were 40 mm wide and 88 mm long and were
cut at an angle of 60° from the horizontal plane in order to create a weak fault interface. Fault interface was
roughened with a #160 grit paper to create homogeneous roughness and to minimize cohesion. The axial
displacement of the piston, the confining pressure, and the axial stress were measured by external sensors.

Acoustic emissions were recorded during the experiments using a high‐frequency acoustic monitoring sys-
tem at a sampling rate of 10 MHz. There were 16 piezo‐ceramics acoustic sensors that were used in this
study. All the acoustic sensors were polarized in the same way and were mostly sensitive to P waves (i.e.,
motion perpendicular to the sample surface). A complete description of the triaxial apparatus and of the
high‐frequency acoustic monitoring system is given in the supporting information and in Passelègue
et al. (2016).

3. Methodology

In our study we subdivide the 16 acoustic sensors into two arrays. The first array consists of seven acoustic
sensors evenly distributed along the fault plane which were used to monitor the rupture front propagation.
The nine remaining acoustic sensors form the second array, which is used to both locate the nucleation zone
of the stick‐slip instability and for the back‐projection analysis. The nine sensors were arranged as close as
possible to each other and face the fault. Hereafter, we refer to the first array as AFAS (along fault acoustic
sensors) and to the second array as OFAS (off‐fault acoustic sensors). The geometry of both arrays is shown
in the supporting information (Figures S1b and S1c).

3.1. Rupture Velocity Inversion

Previous studies have already used acoustic sensors to monitor rupture front propagation during stick‐slip
instability either on plastic polymers (Schubnel et al., 2011) or crustal rocks (Passelègue et al., 2013).
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Linear elasticity predicts the existence of an elastic strain singularity at the head of the rupture tip which is
proportional to r−n where r is the distance to the rupture tip and n an exponent which depends on the rup-
ture velocity (0 ≤ n ≤ 0.5). Acoustic sensors located along the fault will record the passage of the rupture
front and can be used to estimate the rupture velocity.

In our rupture velocity inversion we apply the following methodology: (i) Pwave arrival times are manually
picked on OFAS recordings and are used to determine the initiation time as well as the location of the
nucleation zone on the fault (ii) using the least square method, we search for the average rupture velocity
that best matches the observed rupture front arrival times on the AFAS recordings. The method is exhaus-
tively described in the supporting information and in Passelègue et al. (2013, 2016).

3.2. The Back‐Projection Method

The back‐projection technique propagates seismogram waveforms backward in time to a grid of potential
sources, in order to determine the spatial and temporal evolution of seismic sources during an earthquake.
The strength of the technique lies in its simplicity since it only requires a velocity structure model and a grid
of potential sources.

In the present study, we use the coherency function x(t) first introduced by Ishii (2011) to track high‐
frequency sources during rupture propagation. The coherency function quantifies the average cross‐
correlation over a time window T of the stacked waveform and each individual acoustic waveform. For a
set of k acoustic sensors, at a time t and from a source i, the coherency function xi(t) takes the form

xi tð Þ ¼ 1
k
∑k

n¼1

pn∑
tþT
τ¼t un τ þ ti;n þΔtn

� �
*si τð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑tþT
τ¼t u

2
n τ þ ti;n þ Δtn
� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑tþT
τ¼t s

2
i τð Þ

q ;

where s is the stacked waveform which for a source i and at time t takes the form

si tð Þ ¼ 1
k
∑
k

n¼1
wnun tþ ti;n þ Δtn

� �
;

with k the total number of acoustic sensors, un(t) the recorded acoustic waveform of the nth acoustic sensor,
ti,n the predicted P wave travel time between ith grid location and the acoustic sensor k, Δtn the time correc-
tion of the nth acoustic sensor that we obtain by cross‐correlating the initial fewmicroseconds of each acous-
tic waveform with a reference waveform. Δtn ensures that all waveforms align well at the nucleation
location. The cross‐correlation also yields the weighting factor wn = pn/An with pn that corrects for first P
wave polarity (either equals to −1 or 1) and An a normalization factor equal to the ratio of the maximum
absolute amplitude of the reference acoustic sensor waveform over the maximum absolute amplitude of
the nth acoustic sensor waveform. Synthetic tests (Figure S8) were performed to assess the resolution of
the method using the OFAS array geometry presented above. A detailed description of the method is given
in the supporting information.

4. Results
4.1. Mechanical Behavior of Stick‐Slip Instabilities

Stick‐slip experiments presented in this study were performed at confining pressure Pc ranging from 10 to
90 MPa. All experiments were conducted using a similar fault geometry and imposing a constant displace-
ment rate resolved on the fault plane of around 1 μm/s. Figure 1a reports the evolution of both shear stress
and fault slip with time for a stick‐slip experiment at 60 MPa confining pressure. Increasing the axial stress
leads first to the elastic increase of both shear stress and normal stress acting on the fault plane. Once the
shear stress reaches a critical value τc, corresponding to the critical strength of the fault, slip initiates leading
to an abrupt stress release. The stress drop is proportional to the slip and both increase with the confining
pressure. Regardless of the confining pressure, the system displays the same mechanical behavior.
Figure 1b shows that slip increases linearly with the stress drop for all stick‐slip experiments. The slope is
equal to the stiffness of the whole system (machine and rock specimen). This has been observed in many
other experiments on crustal rocks and can be explained by the increase of the normal stress on the fault
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with increasing in confining pressure, which enhances the strain energy stored in the medium during
loading (Brace & Byerlee, 1966; Byerlee & Brace, 1968; Johnson et al., 1973; Johnson & Scholz, 1976;
Passelègue et al., 2016).

4.2. Influence of Rupture Velocity and Confining Pressure on High‐Frequency Radiation

The relation between the inverted rupture velocities, the stress drop, and the confining pressure is shown in
Figure 2a. Rupture velocities are normalized by the S wave velocity of the medium, values under 0.92 corre-
spond to sub‐Rayleigh ruptures and values above 1 correspond to supershear ruptures. The overall trend of
the rupture velocity is to increase with confinement and stress drop. For stress drops higher than 10 MPa,
only supershear ruptures are observed. This was already well described by Passelègue et al. (2013) and
can be understood in terms of the seismic ratio S and the initial strength that precedes the rupture. S controls
the transition from sub‐Rayleigh to supershear rupture (Andrews, 1976) and can be expressed as

S ¼ τp−τ0
τ0−τr

;

where τp, τ0, and τr are, respectively, the peak frictional stress, the initial stress, and the residual frictional
stress. Ruptures may transition from sub‐Rayleigh to supershear velocity if the two conditions are satisfied:

Figure 1. (a) Evolution of shear stress and slip versus time at Pc = 60 MPa. When the shear stress on the frictional inter-
face exceeds the fault strength the stored elastic energy is suddenly released by seismic slip. The cumulative slip remains
constant during loading because it is corrected from the elastic part of the deformation (sample and apparatus). (b)
Relationship between shear stress drop and slip for all experiments. The ratio between the stress drop and the slip is
preserved (higher the stress drop, higher the amount of slip) and is equal to the stiffness of the whole system (sample and
apparatus).

Figure 2. (a) Rupture velocity obtained by inversion as a function of static shear stress drop. Rupture velocities are nor-
malized by the shear wave velocity, values higher than 1 correspond to supershear velocities and lower than 0.92 to
sub‐Rayleigh velocities. Stars indicate stick‐slip events whose Fourier spectra are displayed in Figure 2b. (b) Fourier
spectra of the last stick‐slip event during stick‐slip experiments at varying confining pressures. Fourier spectra are aver-
aged using both AFAS and OFAS arrays, and normalized by their respective stress‐drop. The gray shaded areas indicate
frequency bands used for the back‐projection analysis.
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(i) the size of the fault is larger than the transition length from sub‐Rayleigh to supershear rupture propaga-
tion Lc which decreases with normal stress (ii) S is smaller than Sc (equal to 1.77 or 1.19 in 2‐D or 3‐
D, respectively).

In our experiments, the initial stress was always very close to peak frictional stress so that S < Sc was always
satisfied. However, estimates of Lc at low confinement (Pc ≤ 20 MPa) give values that are larger or of the
same order of the size of our experimental fault, which explains why most of the ruptures were sub‐
Rayleigh at Pc ≤ 20 MPa. Additional details are given in the supporting information.

In Figure 2b the Fourier spectra that correspond to the last stick‐slip event at each confining pressure are
displayed (star symbols, Figure 2a). Directivity effects cannot be fully suppressed because our acoustic sensor
network is not perfectly symmetric. Hence, Fourier spectra were averaged over all acoustic sensors (i.e., from
both AFAS and OFAS arrays) in order to minimize directivity bias. To compare the high‐frequency content
of the spectra, the latter have to scale at low frequency. As we expected the stress‐drop to control the ampli-
tude of low frequency waves, each spectrum is normalized by its corresponding stress‐drop.We find a double
correlation between the spectral amplitude of high‐frequency radiation, the rupture velocity, and the confin-
ing pressure. This is particularly well illustrated at the lowest confining pressure (Pc= 10MPa), where stick‐
slip events ruptured at sub‐Rayleigh velocity. The Fourier spectrum of these events is strongly depleted of
high frequencies. In contrast, the effect of the confining pressure prevails over the effect of the rupture velo-
city, in the high‐frequency radiation range, when comparing the spectra at Pc = 20 and 30 MPa (Vr = 4,500
and 4,100 m/s, respectively). Similarly, the Fourier spectra at Pc = 45, 60, and 90 MPa which correspond to
the highest rupture velocities (Vr = 4,900, 5,200, 4,700 m/s, respectively) are the most enhanced in high‐
frequency radiation. Note that at Pc ≥ 20 MPa, we consistently observe the emergence of two frequency
bands. The first one is centered at 100 kHz and the second one lies between 400 and 800 kHz. In the follow-
ing section, we show results of back‐projection analysis applied to acoustic waveforms (i) band‐pass filtered
to 400–800 kHz and (ii) high‐pass filtered above 800 kHz.

4.3. Back‐Projection Analysis During Rupture Propagation

Unfiltered and band‐pass filtered between 400 and 800 kHz OFAS waveforms are displayed in Figure 3.
Waveforms are lined up with the first P wave arrivals at each station. Only filtered waveforms were used
for back‐projection. We implicitly make the hypothesis that high‐frequency sources are located on the fault
plane. This assumption seems reasonable given that new fracture formations were never observed during
any of the experiments performed for this study. Because our sensors are single components, we are not

Figure 3. Example of acoustic waveforms used for the back‐projection analysis: raw acoustic waveforms (left) and band‐
pass (400–800 KHz) acoustic waveforms (right). In both cases waveforms are aligned on the first P wave arrivals and are
normalized by their maximum amplitudes.
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able to distinguish between P and S waves (and also surface waves and reverberations), which would make
the back‐projection results poorly resolved. As a consequence, the back‐projection analysis are restrained to
the beginning of the acoustic waveforms, that is, before first Swave arrivals at each stations (on average, 6 μs
after first P wave on the OFAS array). P wave signals are back projected on the fault plane by computing the
coherency function over 2 μs time windows, with respect to the nucleation time. Figure 4 presents back‐
projection results in the 400–800 kHz frequency band (top) and above 800 kHz (bottom) for one event at
Pc = 90 MPa whose average rupture velocity was 5.1 km/s. The colorbar indicates the value of the
coherency function normalized by its maximum value. The red star indicates the position of the
nucleation and the black dashed line the theoretical position of the rupture front (at 1 μs for the 0–2 μs
time window, at 2 μs for the 1–3 μs time window and so on) according to the estimated rupture velocity in
section 4.2. In the supershear case, this theoretical rupture front is elliptical and propagates at constant
velocities Cs and Vr along the ellipse's minor and major axes, respectively, where Cs and Vr are the S wave
and in‐plane rupture velocities (see supporting information).

The 400–800 kHz frequency band (Figure 4 top) gives the clearest results. Throughout the rupture history,
high‐frequency energy sources are always localized behind the theoretical rupture front position. When rup-
ture initiates (0–2 μs) high‐frequency energy localizes slightly behind the nucleation and spreads over the
width of the fault plane. At t = 1–3 μs period, high‐frequency energy starts to propagate consistently in
the direction of the rupture front at relatively low speed and spreads over the entire width of the fault.
The source of high‐frequencies then accelerates (2–4 μs) along the fault plane until it roughly reaches the
average rupture velocity (3–5, 4–6 μs) while concentrating in the middle of the fault. Compared to the
400–800 kHz frequency band, back‐projection images for high‐frequency sources above 800 kHz (Figure 4
bottom) are less clear. When rupture initiates (0–2 μs), the maximum coherence is still focused close to

Figure 4. Snapshots of back‐projection results for one stick‐slip event at Pc = 90 MPa from off‐fault acoustic sensors waveforms band‐pass filtered to 400–800 kHz
(top) and high‐pass filtered above 800 kHz (bottom). The colorbar represents the value of the coherency function on the fault plane. The time is relative to the onset
of the nucleation. The red star indicates the nucleation location and the black dashed line indicates the rupture front theoretical position estimated from the average
rupture velocity Vr obtained by inversion, here equal to 5.1 km/s.
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the nucleation zone. It was also observed that the maximum coherence propagating consistently matched
the theoretical rupture front (1–3, 2–4, 3–5 μs), although high‐frequency energy was more diffuse and pat-
chy. In contrast, between 4 and 6 μs, high‐frequency energy starts to diffuse over the entire fault. Also, rela-
tive to high‐frequency energy between 400 and 800 kHz, high‐frequency energy above 800 kHz is always
focused closer to the theoretical rupture front.

5. Discussion and Conclusions

We summarize below the four key conclusions of this body of work.

5.1. High‐Frequency Radiation is Related to Stress and Rupture Velocity Conditions

Observations of Fourier analysis (Figures 2a and 2b) have shown that high‐frequency radiation is enhanced
with both the stress conditions (i.e., normal stress acting on the fault) and the rupture velocity. This is con-
sistent with seismological observations of mega‐thrust subduction earthquakes where zones of high‐
frequency energy release correspond to deeper portions of the fault (Ishii, 2011). There are different ways
to interpret these results. First, the increase of stress concentrations in the process zone with stress condi-
tions and rupture velocity would likely enhance physical processes as off‐fault damage (Okubo et al.,
2018; Thomas et al., 2017; Thomas & Bhat, 2018) taking place in the vicinity of the rupture front leading
to more radiated high‐frequency energy. Also, as the rupture velocity increases, more abrupt
acceleration/deceleration phases of the rupture front develop, leading to local slip accelerations which
would enhance high‐frequency radiation (Hartzell & Heaton, 1983; Olson & Apsel, 1982). Our laboratory
observations may further our understanding of high‐frequency radiation under controlled conditions.

5.2. High‐Frequency Radiation Content Depends on the Speed Regime

Here, we observed a net enhancement of high‐frequency radiation when the rupture transitions from sub‐
Rayleigh regime to supershear regime (Figures 2a and 2b), in agreement with what has been proposed by
previous studies (Bizzarri & Spudich, 2008; Vallée et al., 2008). In order to investigate the consequences of
supershear rupture velocities to high frequency, we give an order magnitude estimate (Figure 2b) of the the-
oretical corner frequencies fc of far‐field displacement spectrum for rupture velocities equal to 0.8*Cs

(~2,800 m/s) and to 1.4*Cs (~5,000 m/s) based on the kinematic model for a circular crack of Sato and
Hirasawa (1973; see supporting information for details). This agrees well with the observations for a sub‐
Rayleigh rupture but the model underestimates the corner frequency for the supershear case. This could
be either because of model limitations or the fact that the geometric attenuation for supershear ruptures
is significantly different (Dunham & Bhat, 2008).

5.3. Back‐Projection at Laboratory Scale Provides New Insights Into Earthquake Processes

The fact that (i) we have been able to coherently back‐propagate high‐frequency energy at 400–800 kHz (ii)
Fourier spectra show high‐frequency asymptotes like f−2 independent of the confining pressure, (iii) the
peak of energy at 100 kHz is absent at low confinement (Pc = 10 MPa) strongly suggest that the information
contained in the spectra is linked to the source. Thus, back‐projection analysis (Figure 4) can provide new
insights on the radiation of high‐frequency waves and rupture processes. We carefully ensured that the
back‐projection results are reliable and are not manifestations of system noise (see supporting information
for details). The most robust and interpretable back‐projection result obtained was in the 400–800 kHz fre-
quency band (Figure 4 top). The correlation between the spatial and temporal evolution of high‐frequency
sources and the propagation of the rupture front provides concrete experimental evidence that high‐
frequency waves are concurrent with the propagation phase of the rupture front and that high‐frequency
radiation is emitted close to or behind the rupture tip. This result is in agreement with most of the studies
that addressed the issue of high‐frequency radiation which proposed that high‐frequency radiation is related
to changes in rupture velocity due to fault stress or frictional heterogeneity, and predict high‐frequency
waves to be mainly generated in the vicinity of the rupture front (Aki, 1967; Haskell, 1964; Madariaga,
1977, 1983; Spudich & Frazer, 1984). Recent numerical studies (Okubo et al., 2018; Thomas et al., 2017;
Thomas & Bhat, 2018) also demonstrated that high‐frequency radiation was highly enhanced when coseis-
mic damage was implemented in their rupture propagation models. This is supported by microscopic analy-
sis of the fault surface after stick‐slip experiments under Scanning Electron Microscopy (see supporting
information), which revealed the presence of microcracks at the grain scale. Above 800 kHz (Figure 4,
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bottom), the back‐projection results are less clear. It is not surprising given the fact that the signal to noise
ratio is significantly lower relative to the 400–800 kHz frequency band and also that acoustic waves above
800 kHz are more sensitive to scattering effects due to small‐scale heterogeneities. It might explain why,
between 4 and 6 μs, high frequency energy diffuses over the entire fault. However, an observable feature
is that high‐frequency sources above 800 kHz (Figure 4 bottom) seem to localize slightly forward ahead of
the one at 400–800 kHz. One hypothesis is that high‐frequency radiation above 800 kHz highlights other
physical processes. For instance, Doan and Gary (2009) suggested that grain pulverization and comminution
and small‐scale gouge particles production could produce high‐frequency radiation. Such processes should
indeed happen within the breakdown zone, very near the rupture front and should be followed by asperity
melting (Aubry et al., 2018; Passelègue et al., 2016).

5.4. Back‐Projection Method can Approximate the Geometry of High Frequency Sources

Finally, synthetic tests (Figure S8) demonstrated that the back‐projection method can approximately image
the high‐frequency source geometry. Back‐projection results at 400–800 kHz have shown that at the begin-
ning of the rupture and during rupture propagation, high‐frequency radiation is drawing a pattern that is
spread over almost the entire width of the fault and that is linear along the width of the fault, although it
is less noticeable between 4 and 6 μs. However, because acoustic recordings have been aligned to the nuclea-
tion zone, the cross‐correlation procedure is expected to be less efficient as the source is moving away from
the nucleation. This could explain why the initial pattern is not preserved and is concentrated in the middle
of the fault with time. Under the assumption that high‐frequency sources are representative of the shape of
the rupture front, the observations do not match with what would be expected for an elliptical crack in an
infinite medium but that of a rupture front strongly interacting with a free surface (Fukuyama et al.,
2018; Passelègue et al., 2016).

This study has shown that back‐projection analysis at the laboratory scale could be of relevance to under-
stand the nucleation and propagation dynamics of earthquakes. In the future, the combined use of addi-
tional phases (S waves, surface waves, reflected waves) and the deconvolution of acoustic recordings from
Green's function describing the medium should help to get a more detailed and complete description of
the source.
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ABSTRACT 

 

During this thesis, we experimentally reproduced centimeter-scale earthquakes under 

stress conditions close to reality. The experiments allowed us to explore two main themes: 

(i) the origin of high-frequency radiation during the dynamic rupture and (ii) foreshocks 

during the nucleation of dynamic rupture. 

Our results show that the high-frequency radiation is concomitant with the propagation of 

the rupture front and that two parameters induce an increase of the high-frequency 

radiation: normal stress and rupture velocity. Microstructural analyzes of rock samples 

suggest that coseismic damage or gouge particles production also contribute to high-

frequency radiation. 

The study of foreshocks (i.e., acoustic precursors) shows that nucleation process is almost 

fully aseismic. This very low coupling could explain the few observations of foreshocks at 

the scale of crustal faults. The temporal analysis of acoustic emissions suggests that their 

dynamics is mainly controlled by slip acceleration during nucleation phase. 

Microtopographic and microstructural analyses of the rock samples show that the coupling 

is directly related to the roughness of the fault plane. An increase in normal stress 

conditions favors the occurrence of plastic deformation processes or partial melting during 

the seismic rupture, which reduces the roughness and therefore the coupling. 

MOTS CLÉS 

 

Séisme, rayonnement haute-fréquence, nucléation, signaux précurseurs, acoustique 

RÉSUMÉ 

 

Au cours de cette thèse, nous avons reproduit expérimentalement des séismes à l’échelle 

centimétrique dans des conditions de pression proches de la réalité. Les expériences 

réalisées nous ont permis d’explorer deux grandes thématiques: (i) l’origine du 

rayonnement haute-fréquence pendant la rupture dynamique et (ii) les signaux précurseurs 

pendant la phase de nucléation de la rupture dynamique.  

Nos résultats montrent que le rayonnement haute-fréquence est concomitant à la 

propagation du front de rupture et que deux paramètres induisent une augmentation du 

rayonnement haute-fréquence : l’état de contrainte initial et la vitesse de rupture. Les 

analyses microstructurales des échantillons de roches suggèrent que la production 

d’endommagement cosismique ou de particules de gouge contribue au rayonnement haute 

fréquence.     

L’étude des signaux précurseurs (i.e., précurseurs acoustiques) montre que la nucléation 

est un processus en très large majorité asismique. Ce très faible couplage pourrait 

expliquer le peu d’observations de séismes précurseurs à l’échelle des failles crustales. 

L’analyse temporelle des émissions acoustiques suggère que leur dynamique est 

principalement contrôlée par l’accélération du glissement pendant la phase de nucléation. 

La microtopographie et la microstructure des échantillons de roches montrent que le 

couplage est directement relié à la rugosité du plan de faille. Une augmentation des 

conditions de pression favorise l’occurrence de processus de déformation plastique ou de 

fusion partielle au cours de la rupture sismique, ce qui diminue la rugosité et donc le 

couplage. 
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